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Studying dynamics is one of the most challenging areas of quantum many-body physics. In recent years,
an attractive platform based on Rydberg atoms has been used to probe it since tunable interactions between
Rydberg atoms enable a system to form interesting Hamiltonians. However, the observed dynamics generally
differs from a desired Hamiltonian because an experimental system has various physical limitations and technical
imperfections. In this work, to explain discrepancies from an ideal situation we modify the pure Hamiltonian to
dissipative model including known imperfections, and the numerical model is compared with experimentally
observed dynamics. As the experimental system, we use arrays with up to six atoms that are confined in one
and two dimensions and coupled to nD-Rydberg states. By comparing results of the numerical simulation with
observed dynamics, we analyze the contributions of individual imperfections to the obtained dynamics. Such
analysis provides useful information for improving an experimental simulator and is an essential step for scaling
up the number of atoms.
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I. INTRODUCTION

In recent years, much attention has been paid to develop
well-controlled quantum systems to study quantum many-
body physics [1] and realize universal quantum computations
[2]. Although various experimental platforms have been pro-
posed and developed, an approach based on arrays of neutral
atoms is a promising candidate for scaling up the number
of qubits [3–5]. Their weak interactions with environment
provide a well-isolated system that leads to single-qubit op-
erations between their ground states with high fidelities [6,7].
Through developments in laser-trapping techniques [8–15],
reconfigurable arrays constructed with a large number of
atoms are now achieved while keeping the individual dis-
tinguishability and accessibility. Strong interactions between
atoms can be created by exciting them to Rydberg states which
have large dipole moments compared to ground states [16].
Since their interaction strength depends on atomic separation
and selected Rydberg states, this system has a tunable interac-
tion range. In particular, a combination with a reconfigurable
array of atoms becomes a flexible platform for studying
quantum many-body physics. Recent experiments based on
individual Rydberg atoms [17] have probed a wide variety of
quantum many-body phenomena, such as Ising-type [18–21]
and XY spin models [22].

However, experimental systems include not only coher-
ent dynamics described by the desired Hamiltonian but also
physical limitations and technical imperfections. Even if in-
dividual imperfections are small, they accumulate and affect
the dynamics, which results in difficulties for scaling up the
number of qubits. Therefore, it is essential to understand the
origins of these imperfections as well as their influence on
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the dynamics. These investigations provide insights for im-
proving the abilities of the quantum simulators.

There is progress in recent theoretical analysis for this
purpose. The origins of imperfections that lead to damping
and amplitude limitations of Rabi oscillations between ground
and Rydberg states at the level of a single atom are studied in
[23]. The numerical simulation model including individually
measured physical limitations and technical imperfections
explains measured single-atom Rabi oscillations. In addition,
a model based on a Lindblad master equation is developed for
simulating many-body dynamics [24]. The observed dynam-
ics of up to five atoms confined in a linear or a zigzag array and
excited to nS-Rydberg states are reproduced by the numerical
model.

In this paper, we experimentally demonstrate quantum
many-body dynamics with up to six 87Rb atoms confined
in various two-dimensional geometries and excited to nD-
Rydberg states, where the interaction is varied from fully
blockaded to blockade-breaking and nearest-neighbor block-
aded regimes. The observed dynamics are compared with a
numerical model that includes various physical limitations
and technical imperfections arising not only from the single-
atom level but also from the multiparticle level. These investi-
gations clarify the contribution of individual imperfections to
the many-body system.

This paper is organized as follows. Section II presents
our experimental setup and procedure for probing many-body
quantum dynamics. In addition, we introduce a pure Hamil-
tonian which briefly describes the system. In Sec. III, we
modify the pure Hamiltonian to include physical limitations
and technical imperfections in our system. Section IV shows
experimentally observed dynamics in two different interaction
regimes: The first is a strong interaction regime in which in-
teraction strengths of atomic pairs are larger than driving Rabi
frequencies. The second is when only neighboring pairs have
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FIG. 1. (a) Schematic of the experimental setup. The trap beam at
850 nm is reflected by a spatial light modulator (SLM) and strongly
focused with a numerical aperture (NA) = 0.5 aspherical lens located
inside the ultrahigh vacuum glass cell. The atomic fluorescence
at 780 nm is separated from the trap beam by a dichroic mirror
and imaged with an EMCCD camera. (b) Single-shot fluorescence
images of single-atom arrays used in this work. The arrays are
aligned in the ŷ-ẑ plane and have a nearest-neighbor distance of d ≈
3.0 μm, where ẑ is the quantization axis. (c) Energy levels involved
in the Rydberg excitation. Each atom is coherently driven by global
two-photon excitation lasers, circularly polarized 780- and 480-nm
lasers. Their single-photon Rabi frequencies are denoted as �780

and �480, respectively. With the large intermediate detuning � (�
�780, �480 ), the description of the atom is reduced to a two-level
model of the ground state |g〉 = |5S1/2, F = 2, mF = 2〉 and the
Rydberg state |r〉 = |nD5/2, mJ = 5/2〉 with an effective two-photon
Rabi frequency � = �780�480/(2�).

strong interactions. The observed dynamics are compared
with the numerical simulation. The comparison is discussed
in Sec. V. A summary is given in Sec. VI.

II. EXPERIMENTAL SETUP AND PROCEDURE

Our experimental setup is sketched in Fig. 1(a). Our exper-
imental sequence begins with a three-dimensional magneto-
optical trap (MOT) around a holographic array of optical
microtraps [9]. Each trap has a beam waist of 1.0 μm and
a trap depth of 1.2 mK and is stochastically loaded from
the MOT with a single 87Rb atom with a probability of
∼0.5 due to the collisional blockade mechanism [25]. After a
60-ms loading phase, we remove the MOT cloud by switching
off the magnetic field gradient and the MOT beams. The
fluorescence of trapped atoms is induced by a near-resonant
imaging beam and detected by a cooled electron-multiplying
CCD (EMCCD) camera with 20-ms exposure time. When the
EMCCD has finished acquiring the fluorescence, a computer

reads the image and analyzes the atomic configuration in the
array. These procedures are repeated with a repetition rate of
≈ 12 Hz until all microtraps are filled with a single atom.
Once a fully loaded array is ready, we take an additional
fluorescence image after polarization-gradient cooling, which
yields an initial atomic configuration. Figure 1(b) shows the
single-shot fluorescence images of various geometries of ar-
rays used in this work.

After the initial atomic configuration is recorded, a bias
magnetic field of ≈ 3.4 G along the ẑ axis is turned
on, and each trap depth is adiabatically decreased to
≈ 0.48 mK. Then, the atoms are optically pumped in |g〉 =
|5S1/2, F = 2, mF = 2〉. At the end of the optical pumping
phase, the atoms have a temperature of 35(4) μK measured
by the release and recapture method [26]. To coherently excite
atoms to a Rydberg state |r〉 = |nD5/2, mJ = 5/2〉, we apply
global two-photon excitation lasers, a σ+-polarized 780-nm
laser and a σ+-polarized 480-nm laser. The excitation lasers
provide a driving Rabi frequency � = �780�480/(2�) be-
tween |g〉 and |r〉, where �780 and �480 are single-photon Rabi
frequencies and �/(2π ) ≈ 740 MHz is a detuning from an
intermediate state |m〉 = |5P3/2, F = 3, mF = 3〉 [Fig. 1(c)].
The values of (�780, �480)/(2π ) averaged over all experi-
ments are ≈(80,25) MHz. The excitation lasers are turned on
for duration τ (< 1.5 μs), while traps are switched off to avoid
trap potentials.

The dynamics of this system is governed by the many-body
Hamiltonian:

Ĥ = h̄�

2

∑
i

σ̂ (i)
x − h̄δ

2

∑
i

σ̂ (i)
z +

∑
i �= j

Vi, j n̂(i)
r n̂( j)

r , (1)

where the first term describes the coherent laser coupling
between |gi〉 and |ri〉 of atom i with the transition operator
σ̂ (i)

x = |gi〉 〈ri| + |ri〉 〈gi|. The second term is the energy offset
induced by the two-photon detuning δ from the ground-
Rydberg transition. We focus on resonant excitation δ = 0 in
this work. The third term represents coherent interactions be-
tween two Rydberg atoms, where n̂(i)

r = |ri〉 〈ri| is the Rydberg
population operator acting on atom i and Vi, j is the van der
Waals interaction between atoms i and j.

After applying the excitation lasers, we switch on the traps
again, where only atoms in |g〉 are recaptured, while atoms
in |r〉 escape from the traps due to the antitrap potential.
Therefore, the time-evolved wave function is projected onto
the {|g〉 , |r〉} basis. After turning the magnetic field off, we
record the final atomic configuration via fluorescence imag-
ing. We note that the interaction between nD-Rydberg states
have anisotropic character Vi, j = C6(θi, j )/R6

i, j [27], where
Ri, j is the atomic separation and C6(θi, j ) is the interaction
coefficient depending on the angle θi, j between the interaction
axis and quantization axis ẑ. Therefore, the blockade radius
defined by |C6(θ )|/R6

b = h̄� also is anisotropic.

III. NUMERICAL SIMULATION MODEL

The experimental system described in the previous section
has various physical limitations and technical imperfections
which result in discrepancies from the pure Hamiltonian given
by Eq. (1). To predict the dynamics in the presence of these
imperfections, we modify the pure Hamiltonian. The physical
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limitations and technical imperfections can be divided into
the following three types. One arises from a single-atom
level and leads to damping or dephasing of Rabi oscillations
between ground and Rydberg states. As studied in [23], (i)
off-resonant scattering from an intermediate state, (ii) sponta-
neous emission from a Rydberg state, (iii) Doppler shift due
to atomic temperature, and (iv) laser phase noise belong to
this type. In addition, (v) shot-to-shot fluctuation of detuning
and (vi) shot-to-shot fluctuation of Rabi frequencies also lead
to damping of the Rabi oscillations. The second type comes
from a single-atom level but does not contribute to damping
of Rabi oscillations, i.e., (vii) state detection error for ground
and Rydberg states. We extend a model of detection errors
investigated in [23] to N atom systems. The third type is
multiparticle effects which lead to damping of many-body dy-
namics. We consider (viii) inhomogeneous Rabi frequencies
and (ix) fluctuations of interactions caused by atomic position
disorders.

Our model is based on a Lindblad master equation and a
Monte Carlo method. A single-shot time evolution of an N-
atom system is computed by the Lindblad master equation:

˙̂ρ = − i

h̄
[Ĥ , ρ̂] + L̂[ρ̂], (2)

where Ĥ represents the system Hamiltonian given by Eq. (1),
ρ̂ is a 2N × 2N density matrix, and L̂ is a sum of three
Lindblad superoperators:

L̂m[ρ̂] =
∑

i

(
L̂(i)

m ρ̂L̂(i)†
m − 1

2

{
L̂(i)†

m L̂(i)
m , ρ̂

})
, (3)

L̂r[ρ̂] =
∑

i

(
L̂(i)

r ρ̂L̂(i)†
r − 1

2

{
L̂(i)†

r L̂(i)
r , ρ̂

})
, (4)

L̂l [ρ̂] = L̂l ρ̂L̂†
l − 1

2
{L̂†

l L̂l , ρ̂}, (5)

where L̂m and L̂r describe spontaneous emission from |m〉 and
|r〉, respectively. L̂l represents a global dephasing due to laser
phase noise. The Monte Carlo method is used to simulate shot-
to-shot fluctuations of detuning, Rabi frequencies, atomic
positions, and atomic velocities. In the following, we describe
the numerical model for all nine effects.

(i) |g〉 and |r〉 are off-resonantly coupled to the interme-
diate state |m〉 = |5P3/2, F = 3, mF = 3〉 by the 780- and
480-nm lasers, respectively. The total scattering rate estimated
from the single-photon Rabi frequencies and the intermediate
detuning is typically γm/(2π ) ≈ 30 kHz. For simplicity, the
Lindblad operator in Eq. (3) is modeled by L̂(i)

m = √
γm/2σ̂ (i)

z .
(ii) The lifetime of the Rydberg state is simply modeled by

the Lindblad operator: L̂(i)
r = √

�r |gi〉 〈ri|, where an effective
lifetime composed of blackbody and radiative decay is used
to estimate the decay rate �r . For 55D5/2 (63D5/2) Rydberg
states, �r/(2π ) is ≈ 11.5 kHz (≈ 8.2 kHz).

(iii) The atomic temperature leads to Doppler shift, which
leads to dephasing. At atomic temperature T = 35 μK, the
width of the Doppler shift distribution is ≈ 46 kHz in
a counterpropagating beam configuration of our excitation
lasers. To model this effect, we modify the Rabi frequency
�i(τ ) = �0eik·Ri (τ ), where Ri(τ ) = Ri + δRi + viτ is the
time-dependent position of atom i, k = k780 + k480 is an

effective wave vector of the excitation lasers, Ri is the fixed
trap position of atom i, and δRi and vi are randomly generated
three-dimensional position and velocity vector, respectively.
As each trap approximately has a harmonic potential, the
position-velocity distribution of the trapped atom follows a
Maxwell-Boltzmann law; that is, the standard deviations of
the position of the atom in axial and radial directions of
the trapping laser are ≈ (0.14, 0.75) μm, and the standard
deviation of the velocity of the atom is ≈ 58 nm/μs.

(iv) The excitation lasers have phase noise composed of
different frequencies, which results in dephasing of Rabi os-
cillations [23,24,28]. Due to the difficulties in quantifying the
laser phase noise, we use a global dephasing model described
in Eq. (5), where the Lindblad operator L̂l = ∑

i

√
γl/2σ̂ (i)

z
describes effective dephasing. To estimate γl , chi-square val-
ues are calculated for independently measured single-atom
Rabi oscillations, while other parameters are fixed. The op-
timal value of γl/(2π ) is typically ≈ 0.22 MHz comparable
to a sum of linewidths of frequency-locking error signals for
the 780- and 480-nm lasers.

(v) Since the ground-Rydberg transition used in this work
is sensitive to the external magnetic field with 2.8 MHz/G
sensitivity, fluctuation of the magnetic field effectively re-
sults in shot-to-shot detuning fluctuation that is estimated as
≈ 28 kHz in our current system. In addition, fluctuations of
the excitation laser frequencies of ≈ 50 kHz and light shift
fluctuation of ≈ 49 kHz caused by the intensity variance of the
excitation lasers are taken into account. The total fluctuation
is σδ/(2π ) ≈ 127 kHz.

(vi) The fluctuation of the driving Rabi frequency is in-
duced by the intensity fluctuation of the excitation lasers. The
fluctuation estimated from measured intensity noise is σ�0 ≈
0.05�0. The shot-to-shot fluctuations of the Rabi frequency
�0 and the detuning δ are assumed to follow the normal
distribution functions with the standard deviations σ�0 and σδ ,
respectively.

(vii) Regarding detection errors in state measurements,
since an atom loss is interpreted as |r〉 in our detection scheme,
losing atoms in |g〉 during the sequence leads to the detection
error ε = P(r|g) in the measurement of |r〉. The atom loss
is mainly caused by background gas collisions and nonunity
recapture efficiency. The experimental value of ε is obtained
from ε = 1 − P0(0)1/N , where P0(0) is the probability of
having zero Rydberg atoms at τ = 0. The measured value of
ε is typically 0.01–0.03. In addition, we have a finite error
ε′ = P(r|g) to detect Rydberg atoms. The error ε′ is mainly
caused by the spontaneous emission from |r〉 to |g〉 before
the atom escapes from the trapping region. This process
leads to wrongly inferring the excited atoms as being in
|g〉. Our numerical simulation including the effective lifetime
τeff of Rydberg state 55D5/2 (63D5/2) and measured atomic
temperature gives ε′ ≈ 0.05 (≈0.03), which is approximately
consistent with a recent investigation [23]. These detection
errors alter actual probabilities P̃i jk··· of detecting the |i jk · · ·〉
state. For example, one of the state probabilities including the
detection errors (ε, ε′) for N = 2 atoms is given by

Pgg = (1 − ε)2P̃gg + (1 − ε)ε′P̃gr + ε′(1 − ε)P̃rg + ε′2P̃rr .

(6)
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Similarly, Pgr, Prg, and Prr are composed of 22 = 4 state
probabilities P̃i j .

(viii) Due to the limited power of the 480-nm laser, the
laser is focused down to w480 ≈ 13 μm (≈6 μm) for 55D5/2

(63D5/2) state experiments, while the beam waist of the
780-nm laser is w780 ≈ 45 μm for both experiments. While
the excitation lasers are carefully aligned to maximize light
shifts and an ionization loss rate of an atom trapped at the
center of the system [29], the reduction of the Rabi frequency
is found when atoms are prepared at a distance from the
center. The spatial dependence of the Rabi frequency is nu-
merically studied in [30], where a calibration factor relative
to the values at the center of the beam is used to obtain
the position-dependent Rabi frequency. Our model includes
the position-dependent Rabi frequency as �i(τ )α(Ri ), where
�i(τ ) and Ri are the time-dependent Rabi frequency and the
trap position of atom i, respectively. α(r) = α780(r)α480(r) are
laser field amplitudes relative to their values at the center of
the beam:

αm(r) = 1√
1 + (z/zRm )2

e−(x2+y2 )/w2
m (z), (7)

where zRm = πw2
m/λm is the Rayleigh length, wm is the beam

waist, wm(z) = wm

√
1 + z2/z2

Rm
is the position-dependent

beam waist, and the index m = 780, 480 represents the 780-
and 480-nm excitation lasers, respectively.

(ix) Since interactions between Rydberg states are sen-
sitive to the interatom separation, fluctuations of the sep-
aration and velocities of the atoms change the interaction
strength [31,32]. Thus, we modify the interaction Vi, j (τ ) =
C6/|Ri(τ ) − R j (τ )|6, where Ri(τ ) is the time-dependent po-
sition of atom i explained in effect (iii).

IV. EXPERIMENTAL RESULTS

We experimentally measure many-body dynamics in two
different interaction regimes. For regime I, all pairwise inter-
actions |Vi j | are larger than the driving Rabi frequency h̄�.
By varying the system size under a constant nearest-neighbor
separation of atoms, we observe Rydberg blockade as well
as blockade breaking. For regime II, only nearest neighbors
have strong interactions. In this case, dynamics evolve under
no simultaneous excitations of adjacent atoms.

For regime I, |Vi, j | > h̄� for all i and j, we use small ar-
rays containing up to N = 4 atoms with the nearest-neighbor
spacing of d ≈ 3.0 μm. The atomic geometries are shown
in Fig. 2 (left panels). The arrays are resonantly driven to
Rydberg state |r〉 = |63D5/2, mJ = 5/2〉. For the N = 2 case
[Fig. 2(b)] where the atoms are aligned along the θ = 0◦
axis, the interaction strength is estimated as |V (d, 0◦)| ≈
2π h̄ × 77.8 MHz. Since the single-atom Rabi frequency � ≈
2π × 1.15 MHz is much smaller than the interaction strength,
we expect the system to be in the fully blockaded regime.
The observed Rydberg fraction fr shows oscillations with
a frequency of (1.43 ± 0.02)�, compatible with the ex-
pected frequency

√
2�. For the equilateral triangle configu-

ration with N = 3 atoms [Fig. 2(c)], the pairwise interactions
depend on the angle θ due to the anisotropic characters
of the nD5/2 Rydberg states. The interaction strength for
atom pairs aligned along the θ = 60◦, 120◦ axis is weaker

(a)

(b)

(c)

(d)

FIG. 2. Collective Rabi oscillations for various atom numbers
N = 1–4. Each left panel shows the atomic configuration with lattice
spacing of d ≈ 3.0 μm: (a) one atom located in the system center,
(b) N = 2 atoms aligned along the quantization axis ẑ, (c) a triangular
configuration of N = 3 atoms, and (d) a N = 4 square array. The
horizontal axis in the right panels is calibrated by independently
measured single-atom Rabi frequency. Each point represents the
experimental data, and the error bars show the standard error of the
mean. The solid lines are the numerical simulation of the dynamics.

than that along θ = 0◦. The reduction ratio of the inter-
action strengths is estimated as |V (d, 60◦)|/|V (d, 0◦)| =
|V (d, 120◦)|/|V (d, 0◦)| ≈ 0.37. Despite the interaction re-
duction, the measured fr still indicates the blockaded charac-
ter, that is, the oscillation frequency of (1.71 ± 0.08)�, where
� ≈ 2π × 1.49 MHz.

For the 2 × 2 square array [Fig. 2(d)], although any atom
pair distances are smaller than the blockade radius including
the angular dependence, the measured oscillation frequency
(1.89 ± 0.04)� is clearly lower than the fully blockaded con-
dition

√
4�. This is mainly caused by blockade breaking due

to finite blockade strength. The interaction strength between
θ = 90◦ pairs is |V (d, 90◦)|/|V (d, 0◦)| ≈ 0.39, comparable
to θ = 60◦, 120◦ pairs in the triangle geometry. However,
diagonal pairs in the 2 × 2 square array have a separation
of

√
2d ≈ 4.24 μm, which is close to the blockade radius

Rb(45◦) ≈ 5.0 μm obtained from |V (Rb, 45◦)| = h̄�, where
� ≈ 2π × 1.65 MHz is the single-atom Rabi frequency. The
results of the numerical simulation are shown in the solid lines
of Fig. 2; the details of the model are presented in Sec. III. Our
experimental results in the strong interaction regime and the
blockade-breaking regime are consistent with the numerical
simulations for the observed timescale 4π/� ∼ 1.5 μs.

In the results discussed so far, the atoms are aligned within
a blockaded volume. For systems larger than the blockade
volume, the initial state is coupled to multiple excited states
with various coupling strengths. For regime II, we use two
different geometries: a linear array of N = 5 atoms and a ring
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(a)

(d)

(b) (c)

FIG. 3. Experimental data and numerical simulation results for a linear array with N = 5 atoms coupled to |r〉 = |55D5/2, mJ = 5/2〉.
(a) Atomic geometries and estimated blockade volume (shaded area). (b) Evolution of the Rydberg fraction fr . (c) Many-body state
probabilities for each symmetric state where there are no adjacent Rydberg excitations. Each gray panel shows the corresponding many-body
state, where solid circles represent the ground state |g〉 and open circles are the Rydberg states |r〉. (d) Probability of having nearest-neighbor
excitations PNN. Each point corresponds to about 140 repetitions of the experiment. The solid lines are the results of the numerical simulation.

array of N = 6 atoms. For both configurations, the nearest-
neighbor interaction strength is larger, and the next-nearest
one is smaller than the single-atom Rabi frequency, i.e.,
|Vi, i+1| > h̄� > |Vi, i+2|. In this case, simultaneous excita-
tions of adjacent atoms are almost suppressed, while the next-
nearest-neighbor interactions are approximately neglected.
The system dynamics evolve under a restricted Hilbert space
where there are no neighboring Rydberg excitations.

The N = 5 linear array is aligned along the θ = 0◦ axis
with a spacing of d ≈ 3.0 μm, as shown in Fig. 3(a). Each
atom is initialized in |g〉 and then coherently coupled to |r〉 =
|55D5/2, mJ = 5/2〉 with a Rabi frequency of � ≈ 2π ×
1.02 MHz, which results in a nearest-neighbor interaction
of |Vi, i+1| ≈ 2π h̄ × 18.9 MHz > h̄�, while a next-nearest-
neighbor interaction is |Vi, i+2| ≈ 2π h̄ × 0.3 MHz < h̄�. The
shaded regime in Fig. 3(a) illustrates the range of the blockade
volume. The radius along the ẑ axis Rb ≈ 4.88 μm is smaller
than the array length 4d . The observed Rydberg fraction
fr displayed in Fig. 3(b) increases up to ∼0.43, and the
oscillation amplitude quickly damps due to multiple coupling
strengths. This behavior indicates multiple excitations in the
system.

To probe the excitation dynamics operating in the
nearest-neighbor interaction regime in detail, we analyze
many-body-state probabilities. Assuming a fully nearest-
neighbor blockade, there is a total of 18 many-body states
|i jk · · ·〉 (i, j, k, · · · ∈ {g, r}) in the constrained Hilbert
space. The rest of the many-body states include neigh-
boring Rydberg atoms. As symmetrical many-body states
have similar dynamics due to the global excitation pro-
cess, these 18 many-body states are divided into nine dif-
ferent symmetric bases. Figure 3(c) shows the probabil-
ities to observe each symmetric configuration: a global
ground state (Pggggg), three singly excited states (Prgggg +
Pggggr, Pgrggg + Pgggrg, Pggrgg), four doubly excited states
(Prggrg + Pgrggr, Prgrgg + Pggrgr, Pgrgrg, Prgggr), and a triply ex-
cited state (Prgrgr). Here, Pi jk··· stands for the probability to
detect a many-body state |i jk · · ·〉. The individual symmetric
configurations have multiple oscillation frequencies depend-

ing on the number of states coupled via the excitation laser.
The overall behavior, such as oscillation frequencies and peak
positions, is in agreement with the numerical simulations
(solid lines), while one observes small differences, especially
at longer excitation times.

To see the nearest-neighbor blockade, we plot the proba-
bility of having nearest-neighbor excitations PNN in Fig. 3(d).
We find that the observed probability has higher values than
that expected from the numerical model, and the difference
increases with the excitation time τ . We attribute the discrep-
ancies to the complex level structure of interacting Rydberg
atoms. In our model, multilevel effects such as neighboring
Rydberg states and their Zeeman structure are not taken into
account.

Similarly, we measure excitation dynamics in a ring geom-
etry with N = 6 atoms coupled to |r〉 = |55D5/2, mJ = 5/2〉
[Fig. 4(a)]. Due to the anisotropic interaction, the interac-
tion strength between atom pairs |V1, 2| = |V3, 4| = |V4, 5| =
|V6, 1| ≈ 2π h̄ × 6.9 MHz is weaker than |V2, 3| = |V5, 6| ≈
2π h̄ × 18.9 MHz when the atoms are equally separated. The
driving single-atom Rabi frequency is tuned to � ≈ 2π ×
1.28 MHz, which is smaller than any nearest-neighbor interac-
tions |Vi, i+1| but larger than any next-nearest-neighbor inter-
actions |Vi, i+2|. The resulting Rydberg fraction fr , displayed
in Fig. 4(b), initially rises up to ∼0.38 and then oscillates
with small amplitudes. The numerical simulation captures
the initial rise, although the observed values of fr slightly
stay above for longer excitation times. The time evolution
of the many-body-state probability for each symmetric basis
is shown in Fig. 4(c). The overall oscillations are consistent
with the numerical model, while the differences clearly exist
at longer times. These discrepancies result from unexpected
neighboring excitations, as shown in Fig. 4(d). The observed
nearest-neighbor excitation probability PNN increases with
increasing time, which we attribute again to multilevel effects.

V. DISCUSSION

In the previous section, the experimentally observed many-
body dynamics in various atomic geometries and interaction
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FIG. 4. Experimental data and numerical simulation results for a ring array with N = 6 atoms coupled to |r〉 = |55D5/2, mJ = 5/2〉.
(a) Atomic geometries and estimated blockade volume (shaded area) which exhibits anisotropy. (b) Evolution of the Rydberg fraction fr .
(c) Many-body state probabilities for each symmetric state where there are no adjacent Rydberg excitations. A total of five symmetric
configurations is represented with respect to the number of excitations. Each gray panel shows the corresponding many-body state, where
solid circles represent the ground state |g〉 and open circles are the Rydberg states |r〉. (d) Probability of having nearest-neighbor excitations
PNN. Each point corresponds to about 120 repetitions of the experiment. The solid lines are the results of the numerical simulation.

ranges is compared with the numerical model described in
Sec. III. In this section, we discuss the comparison between
the numerical simulation and observed data.

For regime I, |Vi, j | > h̄� for all i and j, the experimental
data are consistent with the numerical simulations (Fig. 2),
which allows us to quantify contributions of individual im-
perfections. For example, in Fig. 5(a) Rydberg fractions in
the N = 2 array obtained from the numerical model with
each imperfection (solid lines) are compared with that from
the pure Hamiltonian (dotted lines), where the shaded area
indicates differences. The comparison shows that our current
system is mainly limited by technical imperfections, which
are phase noise of excitation lasers [effect (iv)] and shot-to-

shot fluctuation of Rabi frequencies [effect (vi)]. The other
effects are small for the observed time range but they are accu-
mulated and can affect the dynamics. In particular, damping of
Rabi oscillations due to finite laser phase noise is a consistent
result with recent experiments [23,28].

For the 2 × 2 array [Fig. 5(b)], we find that not only
effects (iv) and (vi) but also effect (ix), fluctuation of Rydberg
interaction strengths, lead to the visible discrepancies. This
is because diagonal pairs in the 2 × 2 array are close to
the region V ∼ h̄�, in which the dynamics includes several
frequencies depending on the interaction strength [33]. The
fluctuation of the interaction strength thus leads to dephasing
in the dynamics of many-body states. Our simulation indicates

(a) (b)

FIG. 5. The effects of the individual error sources for experimental conditions used in (a) an N = 2 linear array and (b) an N = 4 square
array. The Rydberg fraction fr including each error source (solid lines) is compared with the ideal situation obtained from the pure Hamiltonian
(dotted lines). As the error sources, we take into account (i) off-resonant scattering from the intermediate state, (ii) spontaneous emission from
the Rydberg state, (iii) the Doppler effect, (iv) laser phase noise, (v) the fluctuation of detuning, (vi) the fluctuation of the Rabi frequency, (vii)
finite detection errors, (viii) the inhomogeneous Rabi frequency, and (ix) the fluctuation of Rydberg-Rydberg interaction strengths.
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that the effect of interaction fluctuation decreases again when
atoms are in the nearest-neighbor interaction regime.

For regime II, |Vi, i+1| > h̄� > |Vi, i+2|, we show differ-
ences between the numerical simulation and experimental
data. In particular, the observed probabilities of nearest-
neighbor excitations increase with excitation time [Figs. 3(d)
and 4(d)]. This behavior indicates that the blockade condi-
tion is broken even for the nearest-neighbor excitation being
suppressed for our experimental parameters (|Vi, i+1| > h̄�).
They are attributed to the complex level structure of inter-
acting Rydberg atoms that are not taken into account for our
model. By the dipole-dipole Hamiltonian, pairs of atoms in
|r〉 are weakly coupled to other Rydberg states (e.g., other
Zeeman sublevels), which are dark to the excitation laser.
Thus, the population of excited states is gradually increased.
Such a violation of the blockade condition was observed in
nD3/2 Rydberg state experiments [18], and the dependence on
external fields (magnetic and electric) was recently studied
in [34]. However, it is challenging to numerically simulate
many-body dynamics including all relevant Rydberg states
even for a small number of atoms.

There are several prospects from technical and physical
perspectives to improve the fidelity of the quantum simula-
tions. (i) Off-resonant scattering from the intermediate state
can be decreased by using different two-photon excitation
schemes and by increasing excitation laser intensities and
detunings from the intermediate state. Instead of them, a direct
single-photon transition is an alternative approach. Sideband
cooling of atoms strongly confined in microtraps [35,36]
would be an essential technique to reduce the Doppler effect
[effect (iii)] as well as the fluctuation of Rydberg-Rydberg
interaction strengths [effect (ix)]. Effect (iv), laser phase
noise, can be significantly decreased by resonator filtering
as demonstrated in [28], and the sample-hold stabilization

technique helps to suppress drifts of fast pulse intensities
[effect (vi)]. Effect (vii), state detection errors, can be reduced
by field ionization of Rydberg atoms or by projecting Rydberg
states onto different ground states. In addition, finding optimal
parameters for mapping the multilevel structure of interacting
Rydberg atoms onto ideal models [34] is an important step.
Furthermore, the number of atoms in this work is limited by
nondeterministic loading and can be increased by implement-
ing atom-by-atom rearrangements [10–15], efficient loading
methods [37–39], or their combination.

VI. CONCLUSION

We have demonstrated many-body dynamics in various
interaction regimes, where up to six atoms are confined in one-
and two-dimensional arrays and coupled to nD5/2-Rydberg
states. The experimentally observed results have been ana-
lyzed with a numerical model which includes various physical
limitations and technical imperfections arising not only from
the single-atom level [23] but also from the multiparticle level.
By modeling these error sources, we have identified the effects
of individual errors on the observed dynamics, which provide
useful information towards an improvement in the abilities
of experimental simulations. These processes are an essential
step for scaling up the number of atoms.
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[32] M. Ostmann, J. Minář, M. Marcuzzi, E. Levi, and I.
Lesanovsky, Non-adiabatic quantum state preparation and
quantum state transport in chains of Rydberg atoms, New J.
Phys. 19, 123015 (2017).

[33] L. Béguin, A. Vernier, R. Chicireanu, T. Lahaye, and A.
Browaeys, Direct Measurement of the van der Waals Interaction
between Two Rydberg Atoms, Phys. Rev. Lett. 110, 263201
(2013).

[34] S. de Léséleuc, S. Weber, V. Lienhard, D. Barredo, H. P.
Büchler, T. Lahaye, and A. Browaeys, Accurate Mapping of
Multilevel Rydberg Atoms on Interacting Spin-1/2 Particles for
the Quantum Simulation of Ising Models, Phys. Rev. Lett. 120,
113602 (2018).

[35] A. M. Kaufman, B. J. Lester, and C. A. Regal, Cooling a Single
Atom in an Optical Tweezer to Its Quantum Ground State, Phys.
Rev. X 2, 041014 (2012).

[36] J. D. Thompson, T. G. Tiecke, A. S. Zibrov, V. Vuletić, and
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