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ABSTRACT

On social media, misinformation can spread quickly, posing serious problems. Understanding the con-
tent and sensitive nature of fake news and misinformation, it is critical to prevent the damage caused by
them. Motive of this research is to analyze the characteristics of human expression and based on the re-
sults, successfully detect fake news by implementing different machine learning models. To identify false
information on the Internet, we propose two distinct transformer-based hybrid ensemble models in this
study. By using various text-classification tasks, such as sentiment analysis, emotion analysis, hate speech
detection, irony detection, and grammatical analysis, we initially tried to comprehend the news data from
numerous perspectives. Several pre-trained BERT models were used to successfully calculate the predic-
tion scores. Prediction scores were effectively generated from all the pre-trained text classification models.
Here, input models were evaluated successfully. Accuracy, precision, recall, and f-1 scores for each of these
text classification tasks were all very high. In most cases, the scores were higher than 0.98.

After evaluating text classification tasks, the next step is to implement our proposed hybrid model. The
prediction scores, achieved from text classification tasks were utilized in both of our proposed hybrid en-
semble learning models. In our 1st model, weighted average ensemble along with the stacking ensemble
model was implemented. Our analysis revealed promising results, establishing the capability of both pro-
posed systems to detect misinformation on social media. Final model exhibited an excellent F1 score (0.98)
and accuracy (0.97). The AUC (Area Under The Curve) score was also high at 0.98, and the ROC (Re-
ceiver Operating Characteristics) curve revealed that the true-positive rate of the data was close to one in
this model. Thus, the proposed hybrid model was demonstrated to be successful in recognizing false in-
formation online.

In our second model, Voting Regressor was implemented along with Boosting Algorithm. Voting Regres-
sor was implemented on the prediction scores achieved from all the text classification tasks, then Boosting
Algorithm was implemented. The second model performed more effectively than our first model. Accu-
racy, precision, recall, f1-score, and AUC scores, all exhibited improved performance in this new model.
The accuracy score was 0.97 in previous model and 0.99 in the XGboost model. f1-score and AUC score
is also 0.99 in the proposed model, whereas, those were 0.98 in the previous model. Thus, the proposed
hybrid model was demonstrated to be successful in recognizing false information online.

Thelast part of this research consists the discussion about validation of proposed system. Both of the above
models were applied on Co-Aid dataset, which is a resourceful language dataset. It consist of english news
related to only covid-19 outbreak. The next step is to validate the modified hybrid model using a more
diversified, much larger dataset written in resource constraint language. Due to this reason, BanFakeNews
dataset is used; which consist of diversified news from different categories, larger in size and also written in
resource constraint Bangla language. Accuracy (0.98), precision (0.98), recall (0.99), f1-scores (0.99) are
also promising. AUC score (0.92) also exhibits excellent result. Our research provides excellent results on
both models and on both datasets. That means, proposed model is performing successfully overall.

The results of both models are excellent. It was portrayed that suggested models were effective at identi-
tying false information. That means proposed system is performing at its best. However, the latter model
outperforms the 1st model overall. Testing the 2nd system on a different dataset proves that updated
framework is performing successtully on more diversified, larger, resource constraint language too. The
research is good at identifying fraudulent data online in most cases. This implies that suggested system
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performs extremely well. But overall, the latter model performs better than the first one.
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Introduction

Usage of social media has been steadily growing in recent years. Most Internet users are frequently active on
websites like Facebook, Instagram, Twitter, and others. Over 4.59 billion people were using social media
in 2022, which will become almost six billion in 2027 5". People frequently rely on social media for daily
news. Asaresult, this has turned social media into the center for spreading false information. A globalissue
has been caused by the proliferation of fake news, which has been especially noticeable during COVID-19.
Due to the fear of Covid-19 descase, people were stressed out and tend to believe any available information.

That was the time when spreading of fake news increased rapidly within blink of an eye. News that is false



and disseminated through social media or news outlets is called fake news. In mass media, information
accuracy is occasionally compromised in order to boost revenue. As a result, readers might be misled, and
false information might be disseminated regarding subjects like politics, religious affiliation, branding, and
financial services®*. False information is also propagated to attract public attention, making people more
vulnerable to security attacks and harming social and political factors. Maybe that’s why the current era is
defined as the ”post-truth” era*'.

Our daily news consumption alters how we see the world. It is undeniable that the proliferation of false
news has jeopardized the integrity of journalism and the media system. Governments and businesses have
traditionally made defining, recognizing, and halting the spread of fake news a key goal. Yet millions of
people daily receive falsified information, which is still pervasive on social media. By fostering prejudice
and intolerance, misinformation prepares the path for enduring issues.

A number of aspects of society have suffered significant damage as a result of fraudulent news. For instance,
in the stock market, a misleading story about the parent company of United Airlines declaring bankruptcy
in 2008 resulted in a decrease in the stock price of 76% in a matter of minutes, a closing price that was 11%
below the day before, and a adverse effect that lasted for more than six days *>.

The concept of fake news came into the limelight during the 2016 United States presidential election and
the subsequent social, political, and economic damage caused by the online transmission of misinforma-
tion has been well discussed. The prevalence of social media, where it is so simple to spread false infor-
mation, made this issue worse. In reality, this is frequently done in order to deceive those who believe the
news and accomplish economic and political milestones. In addition, the mainstream media has gotten
more and more biased, and yellow journalism has become more common. Political news like Election,
Democracy, war, and conflict are the main topics of news.

The concept of fake news came into the limelight during the 2016 United States presidential election, and
the subsequent social, political, and economic damage caused by the online transmission of misinforma-
tion has been well discussed. The prevalence of social media, where spreading false information can easily

be done, has worsened this issue. This is frequently carried out to deceive those who believe the news and



accomplish economic and political milestones. In addition, the mainstream media has become increas-
ingly biased, and yellow journalism has become more common. Elections, democracy, war, and conflict
are the main topics of political news.

Many misleading and inappropriate claims concerning the SARS-CoV-2 novel coronavirus (COVID-19)
have indeed been made in conjunction with the virus’s outbreak, notably on social media’?. In fact, the
World Health Organization (WHO) issued a warning about an ongoing “infodemic,” or an excess of in-
formation—especially false information—during the epidemic, as a result of the propagation of false in-
formation about the virus®. Ever since the corona outbreak, there have been numerous claims that the
illness may be cured, including that consuming methanol, ethanol, and bleach can protect one against
covid-19¢7. The WHO (World Health Organization) had to issue a warning to people not to consume
these poisonous substances as a consequence . Political leaders like President Donald Trump endorsing
this assertion sparked controversy over it. He frequently described this disease as the Wuhan virus or the
China virus. Asians were targeted for their race in America as a response. The spread of racial hate crimes
was a direct result of this misleading information.

Another well-liked hoax involved the §G network. A rumor that 5G spreads the coronavirus or impairs hu-
man immunity systems first appeared at the start of the lockdown. There are worries that people ignited
communication masts on fire across the UK as a result of the false reports. According to a spokesman
for the industry group Mobile UK, "more than 50” of these arson attacks have occurred*. Rumors were
spread across the globe regarding the coronavirus vaccine also. Researchers conducted numerous studies
on the relationship between coronavirus vaccine hesitancy and fake news. Anti-vaccine groups tried to
demotivate mass people with their far-fetched conspiracy theories*?. A famous conspiracy theory claimed
thatvaccines will permanently damage DNA or alter genes *”. This myth was about only mRNA (messenger-
RNA) vaccines as they implement the genetic approach. These are some of the examples among many fake
rumors spread in recent years. It’s increasing at an alarming rate and needs to take immediate action to pre-
vent the spreading of fake information online.

To detect and prevent the spread of disinformation, the first step is to understand the information con-



tained therein. For example, writing patterns, emotions, expression styles, and grammatical accuracy must
be analyzed. In other words, it is necessary to identify the standard patterns throughout the story. The
purpose of this research is to analyze the characteristics of fake and real news. Based on these character-
istics, we try to find out the similarities and differences between the two types of news. Many research
has been done on this topic in recent years. For example, a Naive Baise classifier has been proposed and
implemented for spam filtering via email*'. The authors used a Buzzfeed dataset and collected data from
three major Facebook pages and three political news pages (Politico, CNN, and ABCNews). The model
provided a classification accuracy of 75.40%.

Fake news is creating issues in various countries all over the world. Due to rumors, there have been nu-
merous fatal events in Bangladesh during the past few years. As a result of widespread allegations about
the anticipated human sacrifice in the construction of the Padma Bridge, five people were beaten to death

and ten others were injured by crowds in July, 2019 '°

. Another rumor came out during the construction
of Padma bridge. In 2011, a man posted status in his facebook profile that, "Bangladesh’s construction of
the Padma Bridge has been delayed because it will require more than 1 lakh human skulls.”. This status
causes serious issue and finally he got punished due to spreading serious rumor *®.

The US 2016 election is questionable for many people, as it caused a lot of fake news to spread online. A
lot of researchers worked on this issue and tried to find out the pattern of fake news during the election
period. In a recent study, authors offered a broad framework'” that might be used in future elections
around the world to help people make better decisions when it comes to recognizing news deception and
identifying hidden bias of the author. In order to conduct this study, the researchers built a dataset of 200
tweets about “Hilary Clinton” and conducted truthfulness assessment. They started by “text normaliz-
ing” tweets, looked into feature extraction techniques to categorize news, conducted a thorough linguistic
analysis of tweets, extracted bag-of-words to find observable patterns, and then used the k-nearest neigh-
bor algorithm to distinguish between polarized and credible news. Then they discuss the outcomes of

implementing the KNN algorithm, the interconnected research domains, and the future research direc-

tions for building the ideal model for a fake news detection system around social media before quantifying



the success rate of the proposed framework.

Fake news creators frequently combine facts from reliable news sources with false material to purposefully
or inadvertently mislead readers. Itis increasingly being viewed as a danger to democracy, public peace, and
free speech that can confuse people and spark unrest. Many websites have taken on the task of debunking
and dismissing rumors and claims, especially those that receive thousands of views and likes before being
proven false. A near real-time response is essential to stop fake information from spreading among online
users. Fact-checking websites frequently cannot verify the accuracy of all the latest information quickly
enough. The difficult process of identifying fake news aims to save people’s time and effort when examin-
ing the veracity of news®>.

Numerous studies are being conducted to address the problem of fake news in various nations. Re-
searchers are steadfastly committed to safeguarding online society from the impact of fraudulent infor-
mation. Surprisingly, most of the researches are conducted in resourceful languages. When it comes to
languages with limited resources, the situation truly bad. For low resource languages, there are incredibly
few studies available. It is essential to work on many low resource languages as a result.

In this research, we proposed two models to identify fake news online. The goal was to analyze the char-
acteristics of fake news by implementing text classification tasks and detect fake news by implementing an
ensemble learning model. Both studies use text classification tasks at the initial stage. The original model
used a weighted average ensemble model in conjunction with the stacking ensemble model>*. The model
was evaluated by calculating Accuracy, Precision, Recall and F-1 scores. The accuracy score was 0.97 and
the f1-score was 0.98. Our research was influenced by TweetEval framework?. Our updated system is a
modified and extended version of the aforementioned hybrid fake news detection system. In this model,
we proposed a hybrid fake news detection system focusing on BERT, Voting Regressor and boosting algo-
rithm#+53. The result was pretty impressive. The hybrid boosting model was successfully able to achieve
better results than our original model. Both techniques were used on the Co-Aid dataset associated with
COVID-19.

Proposed models are successful enough to find false data on a resourceful english language dataset. To



understand the credibility of our model, it is necessary to validate the model by applying it on a compar-
atively larger, more diversified dataset. Due to this reason, new methodology was verified using a more
comprehensive and diversified BanFakeNews dataset, which is written in bangla language. Bangla is a low
resource language. The reason for choosing bangla dataset is to verify that this model can successfully work
on different languages. In other words, to show the robustness of this model and prove that our model’s
performance is excellent in various languages.

Numerous research studies are underway to tackle the issue of fake news across different countries. Re-
searchers are dedicated to protect online communities from the consequences of deceptive information.
Interestingly, a majority of these studies are carried out in languages with abundant resources. However,
the scenario is notably challenging for languages with limited resources. In the case of low resource lan-
guages, there is a shortage of available research. Consequently, it becomes important to focus on address-
ing the challenges associated with many low-resource languages. This is another reason to choose bangla
dataset, to validate our existing model. Data from BanFakeNews was picked because it is composed in
bangla, a language with limited resources. This dataset contains a wider range of information. The hybrid
Xgboost model is effective in identifying false information in bangla. The research shows excellent result

while identifying fraudulent information online.



Related Study

This chapter consists of discussion, regarding different studies to identify fake news. It elaborates on some
well-known research studies for high-resource as well as low-resource languages. Many studies based on
high-resource language are available on the internet; However, the issue is quite different for low-resource

languages.



2.1 HicH RESOURCE LANGUAGE

2.1.1 HyYBRID CNN MoDEL TO DETECT FAKE NEWS ON LIAR DATASET

Several deep learning-based methods have been proposed to diminish the online spread of fake news, which
have performed well on a variety of datasets. A recent study proposed a hybrid CNN model that integrates
metadata with the text®3. In this research, the author introduced LIAR dataset for automatic fake news
detection. The data consists of political news and meta-data before US 2016 election. The speakers in the
liar dataset include a varity of Republican and Democratic presidential candidates, social media posts, and
meta-data for speakers. The meta-data are party affiliation, current job, home state, credit history, etc. He
proposed a neural network architecture to integrate text and meta-data. Six types of labels were observed
after the initial analysis. The labels were considered based on truthfulness labels: pants-fire, false, barely-

true, half-true, mostly-true, and true. Figure 2.1 displays some random snippets from LIAR dataset®3. To

Statement: “The last quarter, it was just
announced, our gross domestic product
was below zero. Who ever heard of this?
Its never below zero.”

Speaker: Donald Trump

Context: presidential announcement
speech

Label: Pants on Fire

Justification: According to Bureau of
Economic Analysis and National Bu-
reau of Economic Research, the growth
in the gross domestic product has been
below zero 42 times over 68 years. Thats
a lot more than “never.” We rate his
claim Pants on Fire!

Statement: “Newly Elected Republican
Senators Sign Pledge to Eliminate Food
Stamp Program in 2015.”

Speaker: Facebook posts

Context: social media posting

Label: Pants on Fire

Justification: More than 115,000 so-
cial media users passed along a story
headlined, “Newly Elected Republican
Senators Sign Pledge to Eliminate Food
Stamp Program in 2015.” But they failed
to do due diligence and were snook-
ered, since the story came from a pub-
lication that bills itself (quietly) as a
“satirical, parody website.” We rate the
claim Pants on Fire.

Figure 2.1: Fake News Example in LIAR Dataset

encode the metadata embeddings, a matrix of embedding vectors was initialized randomly. To capture the

dependencies between the meta-data vector(s), a convolutional layer was employed. After that, a standard




max-pooling operation was performed on the latent space, which was followed by a bi-directional LSTM
layer. The final prediction was produced by joining the max-pooled text representations with the meta-
data representation from the bidirectional LSTM. This was accomplished using a fully connected layer and
a softmax activation function. After the experiment, he concluded that a hybrid approach could enhance
a text-only deep learning model. The results of the hybrid CNN were compared with those of the support
vector machines (SVM), logistic regression, Bi-LSTM, and also CNN. Figure 2.2 depicts the architecture
of proposed Hybrid CNN model.

Fully connected layer

Word embeddings  convNet layer . softmax predictor

o [ T[] Max-pooling
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Figure 2.2: Hybrid Convolutional Neural Networks framework to integrate text and meta-data.

2.1.2 DETECTION OF FAKE NEws THROUGH MULTI-PERSPECTIVE SPEAKER PROFILES

An automatic fake news detection system based on a multi-perspective speaker profile was suggested in this
study *3. This study proposed a model that incorporates speaker profiles into fake news detection. Profile
information was used in two ways. The first way includes profiles as an attention factor, on the other
hand, the second way includes profiles as an additional input data. The experiment was conducted using

LIAR dataset“. The final result proved that incorporating a speaker profile can dramatically improve the



performance of the model. The accuracy of this model reached 0.415 in the benchmark dataset, which is
about 14.5% higher than the state-of-the-art hybrid CNN model.

The proposed model uses LSTM as the base classifier. Attention models and speaker profile information
are included in LSTM to build a hybrid model. Figure 2.3 displays the hybrid LSTM model**. The first
LSTM is to obtain the representation of news articles. To construct two attention factors, the speaker
profile is used. One of them uses only the speaker profile and the other one uses topic information along
with news articles. The second type of LSTM uses speaker profile for obtaining the vector presentation
of speakers. In the final step, the two representations are concatenated into the softmax functions for
classification purposes. In order to detect falsified information, the authors suggested a novel approach for

Attention
(Speaker)

LSTNM
cell
=
: Catenation
Soft-
e -
Attention : max |
(Topic)

LSTM/ Catenation
cell

Figure 2.3: Hybrid fake news detection model with attention mechanism

integrating speaker profiles into a hybrid attention-based LSTM model. Speaker profiles can contribute
to fake news detection in two ways: The first way is to include them as attention factors to learn news
text. Another way is to use them as additional inputs to provide information. It was displayed that adding

speaker profiles significantly enhances output. This model’s accuracy on the benchmark dataset was o.415,
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which is almost 14.5% greater than the accuracy of the most advanced hybrid CNN model.

2.1.3 CSI: A HyBRID DEEP LEARNING MODEL FOR FAKE NEwWs DETECTION

The public and academic communities have expressed interest in the issue of fake news**. Such false in-
formation has the potential to affect public opinion and also give malicious groups the opportunity to
influence the results of public events; like elections. As there are such high stakes involved, automati-
cally identifying fake news is a vital but difficult problem that is still poorly understood. However, there
are three important features of false news that are universally acknowledged: the text of an article, the user
responses it receives, and the source users endorsing it. Existing research has mainly concentrated on devel-
oping solutions that are specific to one single attribute, which has limited their applicability and success.
To mitigate this issue, some researchers proposed the CSI model, which consists of the three modules:

Capture, Score, and Integrate **. Figure 2.4 displays the illustration of CSI model A recurrent neural net-

Capture Capture
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(a) The CSI model specification. The Capture module depicts the
LSTM for a single article a;, while the Score module operates over
all users. The output of Score is then filtered to be relevant to a;.

(b) Intuition behind CSI. Here, Capture receives the temporal
series of engagements, and Score is fed an implicit user graph
constructed from the engagements over all articles in the data.

Figure 2.4: An illustration of CSI model *

work (RNN) is used in the first module, which is based on the response and text, to record the temporal
pattern of user activity on a particular article. In order to evaluate whether an item is fake or not, the third
module is paired with the second module, which learns the source characteristic based on user behavior.

CSI beat the current models in accuracy tests using real-world data, and it also recovered valuable latent
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representations of users and articles.

2.1.4 ATTENTION Is ALL YoUu NEED

In recent years, Transformers have become the most widely used deep learning model. It was first intro-
duced in a seminar paper, published by several researchers from Google and The University of Toronto 6o,
It is a self-attention-based deep-learning language model. The authors suggested a brand new, straight-
forward network architecture that is solely based on attention mechanisms by rejecting the concept of re-
currence and convolutions entirely. These models exhibit superior quality while being more parallelizable
and taking a significant reduction in training time, according to experiments on two machine translation
tasks. Since then, many more new transformer models have been introduced in recent years. These are the
modified version of the base model. Transformer models have become extremely popular in recent years

for fake news detection. Several studies have been published based on this topic.

2.1.5 TWEETEvVAL

Models built on transformers have remarkable success identifying the features of social media news. The
TweetEval framework, which evaluates tweet classification for various tasks, was recently proposed. The
benchmark for tweet classification known as TweetEval consists of seven fundamental heterogeneous tasks
in social media NLP research. The authors compared various language modeling pre-training strategies
and proposed a strong set of baselines as the starting point. The effectiveness of starting with pre-trained
generic language models and continuing their training on Twitter corpora was first demonstrated by these
experimental results®. This research comprises seven tweet classification tasks. All the tasks were eval-
uated in the new framework. The tasks are:Emotion Recognition, Emoji Prediction, Irony Detection,
Hate Speech Detection, Offensive Language Detection, Sentiment Analysis, Stance Detection. After per-
forming classification tasks, three different strategies were implemented that differ in training data:

i) Use existing large pre-trained Language Model
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ii) Use an existing architecture, but train from scratch using only Twitter data

iii) Start with an original pre-trained LM and then continue to train with Twitter data, while keeping the
original tokenizer and the same masked LM loss.

Upon implementing different training methods, the results were then compared. The results suggested
that using a pre-trained language model can be sufficient. However, there was a scope of improvement if

topped with extra training on in-domain data.

2.1.6 AN EXTREME GRADIENT BOOSTING APPROACH FOR MULTI-CLASS FAXE NEwWS DE-

TECTION

In a different study, news articles are analyzed to determine whether they are accurate, partially true, false,
or something else altogether 58 The dataset comprises of news articles, titles, and article ratings.

The initial step was to pre-process the data using punctuation removal, capitalization, lemmatization, stop
word removal. After cleaning the texts, the next task was to prepare the data to train in machine learning
models; as ML models can’t work with text or string. Due to that reason, the text data was vectorized using
TF-IDF vectorization technique and prepared final trainable data. In machine learning section, the data
was trained using XGBoost, Logistic Regression, Passive Aggressive and Random Forest classifiers. The

process is displayed in figure 2.55%. The results of all the algorithms were then compared. The Extreme
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Figure 2.5: Architecture of Multiclass Fake News Detection Model



Gradient Boosting technique outperformed all other models. With the best classification accuracy of 0.57

and the highest f1-macro score of 0.54 on the provided dataset, the techniques were quite interpretive.

2.1.7 DETECTING FAKE NEWS SPREADERS ON TWITTER FROM A MULTILINGUAL PERSPEC-

TIVE

Fact-checking websites play a crucial role in identifying fake news. The process of identifying fake news
aims to save time and effort when examining the news veracity. Therefore, another study proposed an
approach to identify possible fake news spreaders on social media as the first step towards preventing fake
news from being propagated among online users. Therefore, the researchers conducted different learning
experiments from a multilingual perspective using English and Spanish. They evaluated different textual
features, primarily not tied to a specific language, and compared different machine learning algorithms.
The results indicated that language-independent features can be used to distinguish between possible fake
news spreaders and users who share credible information, with an average detection accuracy of 78% for

English and 87% for the Spanish corpus >

2.2 Low RESOURCE LANGUAGE

2.2.1 DETECTION OF BANGLA FAKE NEwS USING MNB AND SVM CLASSIFIER

** Numerous fake and fraudulent news are created for various political and financial reasons and have
become prevalent in the online community. False news can readily affect people due to their fabricated
statements, which adversely affect offline communities. Consequently, interest in this field of study has
increased. Extensive research has been conducted to identify fake news written in English and other lan-
guages, with the exception of a small amount of Bangla. This topic requires considerable attention. How-
ever, only a few researchers have addressed this crucial issue in recent years. This paper presents the findings
of an experimental study conducted to identify fake information from the Bangla social media**. Support

vector machine (SVM) and multinomial naive Bayes (MNB) classifiers were used as supervised machine
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learning approaches in this research project to identify false news in Bangla. The term frequency-inverse
document frequency (TF-IDF) vectorizer and count vectorizer were used for feature extraction.

In this study, fake news from Bangla news items were classified using SVM and MNB classifiers. Figure -
2.6 shows a flowchart of the classification system. The first step was to collect the training data. Because
it is difficult to find resources in Bangla, the dataset used in the proposed categorization system was gen-
erated by scraping several Bangla newspapers. Approximately 2500 articles were collected. The next step
was to clean and preprocess the data and perform feature extraction to extract the required features. The
TF-IDF vectorizer and count vectorizer were used to extract features from the text before feeding them
into the classification algorithms. Subsequently, the MNB and SVM classifiers were implemented. The
proposed technique distinguishes false information based on the polarity of connected posts. This study

demonstrates that an SVM with a linear kernel outperforms an MNB, with an accuracy of 96.64%.

Training Data Test Data

Feature
Data Cleaning Extraction

Classifier Performance

& Evaluation

Preprocessing

Tf-idf

Count Vectorizer .
Vectorizer

Figure 2.6: System Flow Diagram of Bangla Fake News Detection System
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2.2.2  BENGALI FAKE NEws DETECTION: TRANSFER LEARNING BASED TECHNIQUE WITH

Maskep LM Process By BERT

Numerous facets of life are negatively affected by fake news*®. Fake news have adverse effects on pub-
lic life and cause significant losses in politics, education, health, and finance. Transformer-based models
have shown promising results in a wide range of natural language-processing (NLP) tasks. Therefore, pre-
trained BERT (Bidirectional Encoder Representations from Transformers) models were implemented in
this study **. Two distinct Bangla datasets were used in this study. In addition to the BERT model, the long
short-term memory (LSTM), SVM, naive Bayes (NB), and convolution neural network (CNN) models
were used. In this study, a well-known dataset known as BanFakeNews was used **. Data were collected

from various renowned newspapers and fact-checking websites. Ease of access to the Internet and people’

nput Training Dataset

¥

Data Cleaning

3

're-Processing
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Apply BERT Model (—[ Input Test Dataset

Performance Evaluation ‘

Figure 2.7: Workflow diagram
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s activities on social media have made the dissemination of misleading information more widespread +°.
In various fields, including politics, education, health, and finance, fake news are spread swiftly, result-
ing in significant losses and detrimental effects on public life. Transformer infrastructure-based models
show promising outcome for a wide range of NLP applications, including machine translation. There-
fore, a pretrained deep learning-based model, BERT, was employed in this study to detect fake informa-
tion in Bangla. The accuracy of the BERT model was compared with those of LSTM with a regularization
model, NB, SVM, and CNN models with different evaluation matrices*°. Finally, the proposed BERT

model outperformed all the other models. Fig. 2.7 represents the whole process.

2.2.3 AN EFFICIENT DEEP LEARNING TECHNIQUE FOR BANGLA FAKE NEws DETECTION

To identify whether an article spreads misleading information, we examined many actual and fake news
articles in Bangla**. Using this particular dataset, researchers have developed a deep learning model that
was trained and validated. The learning dataset included 48,678 reliable news items and 1,299 false news
items. Researchers have employed random under-sampling to address unbalanced data, followed by an
ensemble to provide combined results. A hard-voting regressor was used to determine final outcomes.
Figure 2.8 depicts the entire process of this framework#*. A deep learning-based classification model was
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Figure 2.8: Workflow diagram of Deep Learning technique for Bangla Fake News Detection *?
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developed in this study to distinguish between authetic and fraudulent news in Bangla. Starting with the
input layer, the learning model comprised several layers. One hundred and fifty words were used as the
initial input to the embedding layer. The embedding dimension of this model was 256, which translated
words into vectors with a 256-byte size. Several flatand dense layers of varying sizes were added to the model
after the embedding layer to extract the discrete features from the inputs. The study used a compilation of
the 15000 most frequently used words of the dataset as the dictionary. By considering the implementation
and improved performance of the model, various layer sizes were selected. In addition, the learning rate

was decreased when the validation loss did not decrease over time to obtain an improved model +*.
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Co-Aid: Covid-19 related English Dataset

Description

3.1 INTRODUCTION

The novel coronavirus known as SARS-CoV-2, which was first identified in Wuhan, China in December
2019, is thought to be the source of COVID-19. SARS-CoV-2 has rapidly spread around the globe. On

January 30, 2020, the WHO labeled the outbreak a Public Health Emergency of International Concern .
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Coughing, shortness of breath, fever, sore throat, loss of taste or not finding any smell are typical COVID-
19 symptoms. According to estimations, the incubation period lasts up to 14 days, with a median duration
of 5.1 days**. Our society was impacted by COVID-19 for more than two years. The quality of life suffered
as a result of the disruption of supply chains and the impact on the economies of several nations. The
disease, infection rates, preventative measures, vaccinations, etc., have all received daily top-priority news

coverage during this time.

3.2 RELATED DATASETS

The creation of the fake news dataset aims to derive practical features that can more effectively differentiate
false news from authentic news. Researchers have set up a number of techniques for gathering news and
assessing its veracity. There are numerous benchmark datasets for detecting false news that include the
linguistic characteristics of news.

For online platforms and social media, fake news has grown to be a serious problem. It is crucial to have
access to large-scale, annotated datasets in order to research the phenomena of false news and create ef-
ficient detection methods. In this paper, the authors offered FAKENEWSNET, a data repository with
news content, social context, and spatial data for researching fake news on social media*’. The dataset is
made up of more than 300,000 news articles that were taken from Twitter together with metadata includ-
ing user profiles, follower numbers, and tweet propagation trends. Additionally, we ofter ground truth
labels for a portion of the dataset that may be used to test and improve fake news detection methods. By
using FAKENEWSNET to train a machine learning model that achieves high accuracy in identifying false
news, the authors have displayed the value of the database.

Fake news has become a major challenge for online platforms and social media. In order to study the phe-
nomenon of fake news and develop effective detection techniques, it is essential to have access to large-scale,
annotated datasets. In this paper, the authors introduced FAKENEWSNET, a data repository containing

news content, social context, and spatio-temporal information for studying fake news on social media*’.
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The dataset consists of over 300,000 news articles collected from Twitter, along with metadata such as
user profiles, follower counts, and tweet propagation patterns. Ground truth labels were also provided for
a subset of the dataset, which can be used for training and evaluating fake news detection models. This
study demonstrate the usefulness of FAKENEWSNET by using it to train a machine learning model that
achieves high accuracy in detecting fake news.

Fake News Challenge (FNC-1) dataset consists of 49,972 news stories and the headlines that go with
them*°. Each article-headline pair is classified as “agree,” “disagree,” "discuss,” or unrelated.” The dataset
was produced for the FNC-1 competition, which sought to develop automated techniques for recognizing
fake news. The headlines and articles were identified by human annotators after being compiled from a
range of sources, including news websites. The dataset has been used in numerous studies to develop and
assess false news detection algorithms and is openly accessible for research purposes.

Another well known dataset is CREDBANK dataset, which consists of a collection of news stories and
social media posts as well as credibility scores that were determined by human annotators 3¢, Over 15,000
articles and postings are included in the dataset, which has credibility annotations on ascale of 1 to 5. The
dataset was produced by University of Arizona scholars for research purposes and is open to the public.
The CREDBANK dataset’s objective is to offer a comprehensive standard for research on evaluating trust-
worthiness in social media and online journalism. The dataset has been utilized in a number of research

papers to create and assess algorithms for detecting fake news.

3.3 DATASET BACKGROUND

The purpose of fake news dataset is to develop useful features that can precisely distinguish fake news from
legitimate news. A number of methods for acquiring news and determining its accuracy have been devel-
oped by researchers. The linguistic traits of news are present in many benchmark datasets for detecting
fake information.

When the COVID-19 issue became significantly worse, COVID-19-related misinformation swiftly in-
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creased and seriously disrupted society. People’s lives were severely harmed by falsified COVID-19 treat-
ments. Many people believed information shared online to be true without checking the source because
of the widespread panic; the spread of false information was almost as bad as the pandemic itself. This
problem has been referred to as an “infodemic” . Social media sites like Facebook and Twitter served as
the focal points of this "infodemic”. Co-Aid (Covid-19 Healthcare Misinformation) dataset was chosen
for analysis due to thisissue **. It consists of a variety of healthcare-related Covid-19 data that was obtained
from social media.

The information was gathered from December 1, 2019, to September 1, 2020. Total three versions were
released during the period. In this research, data were collected from all of the versions and combined
together. The information includes news reports, facts, and false information about Covid-19. Covid-19,
coronavirus, pneumonia, flug, lockdown, staying at home, quarantine, and ventilators were among the
main topics. This dataset contains 4,251 news articles, 296,000 user interactions, 926 posts on social media
platforms using Covid-19, and ground truth labels. It includes information about user engagement on

social media as well as information about true and false claims. These were purposefully put into separate

files.

3.4 DATASET CONSTRUCTION

This section introduces the process of collection of healthcare misinformation related to Covid 19, its
reliability, ground truth labels, and associated user engagement features.

3.4.1 MISINFORMATION AND FACTS ON DIFFERENT WEBSITES

We have collected both facts and misinformation related to COVID-19, including news articles and claims.
Publishing dates of collected information range is from December 1, 2019 to September 1, 2020. The top-

icsinclude: COVID-19, coronavirus, pneumonia, flug, lock down, stay home, quarantine, and ventilator.

* News Article: The authors identified reliable media outlets and fact-checking websites and ob-
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tained URLs of misinformation (i.e., fake news) and facts (i.e., true news). To collect true news
articles, 9 reliable media outlets were crawled that have been cross-checked as reliable. This in-
cludes: Healthline, ScienceDaily, NIH (National Institutes of Health), MNT (Medical News To-
day), Mayo Clinic, Cleveland Clinic, WebMD, WHO (World Health Organization) and CDC
(Centers for Disease Control and Prevention). Selenium was used to parse html structure of web
pages to locate the URLs. To collect fake news, URLs were retrieved from several fact-checking
websites, including: PolitiFact, CheckYourFact, FactCheck.org, AFP Fact Check, LeadStories and

Health Feedback.

¢ Claim: To collect claims (of one or two sentences), the study referred to WHO official Twitter
account, WHO official website and Medical News Today website. True and fake claims were de-
liberately separated. For an example, “Only older adults and young people are at risk” is a fake

claim,and “sG mobile networks DO NOT spread COVID-19” is a true claim.

After obtaining all URLs to true and fake news related to COVID-19, Newspaper3zk was used to fetch
their corresponding title, content, abstract, and keywords. In total, 204 fake news articles, 3,565 true

news articles, 2.8 fake claims, and 454 true claims were collected.

3.4.2 USER ENGAGEMENT

Twitter API was used to fetch user engagement data of both facts and misinformation.

* Tweets: Titles of news articles was employed as the search queries, and specified start and end dates
to get the tweets discussing the news for a question in a certain period. The user engagement fea-
tures include user ID, tweets, replies, retweets, favorites, and also location. In total, 10,439 tweets
about fake articles, 141,652 tweets about true news articles, 48 4 tweets about fake claims and 8,092

tweets about true claims were obtained that are summarized in Table - 3.1.

* Replies: After collecting tweets, the next step was to collect reply of the tweet. Users™  replies to

each tweet, by using tweet IDs were also collected further. In total, 7,436 replies under fake articles,
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Figure 3.1: Screenshot of a social platform post *°.

114,820 replies under true news articles, 626 tweets about fake claims and 12,45 1 tweets under true

claims were obtained. Information of all the data is summarized in Table - 3.1 '5.

Type Features

Information on Websites ID, Fact-checking URL, Information URLSs, Title, Article title, Content, Ab-
stract, Publish date, Keywords

User engagement: Tweets ID, Tweet ID

User engagement: Replies 1D, Tweet ID, Reply ID

Social Platform Posts ID, Fact-checking URL, Post URLs, Title

Table 3.1: Feature descriptions of CoAID *°

3.4.3 SocIlAL PLATFORM PosTs

In addition to traditional mass media, user-generated material on social media is created by specific people,
creating what is known as ”self media”. Figure 3.1 displays one such self-media illustration. Both false and
true posts were generated from all five well-known social media platforms, including Facebook, Twitter,
Instagram, Youtube, and TikTok. These posts have also been fact-checked by Lead Stories, PolitiFact,

FactCheck.org, CheckYourFact, AFP Fact Check, and Health Feedback. Each distinct phony post is only

24



counted once. A post is counted as 1 (i.e., there are no multiple phony posts) if it was initially uploaded

by a Facebook user and subsequently re-posted by another user on Twitter.

3.5 DATA USED IN OUR RESEARCH

Only true and false data were taken into account in this study. This information included posts on social
media and news articles. Both Facts and misinformation related to COVID-19, including news articles and
claims were also collected. The topics include: COVID-19, coronavirus, pneumonia, flug, lockdown, stay
home, quarantine and ventilator. Majority of the posts were gathered from Tiktok, Facebook, Twitter, In-
stagram, and YouTube. To collect news articles, the author retrieved the URLs from several fact-checking
websites, including LeadStories, PolitiFact, FactCheck.org, CheckYourFact, AFP Fact Check, and Health
Feedback. After obtaining all URLs to true and fake COVID-19 related news, authors used newspapers
to fetch their corresponding title, content, abstract, and keywords.

In this study, data on real and fake news from the entire period of data collection were combined sepa-
rately. In total, 4532 real data and 925 fake data were utilized in this study. For ease of analysis, fake and
real data throughout the whole period were combined. Various fact-checking websites were used to vali-
date all news articles and social media posts. Both true and fake data comprised a statement of news type
(articles/post, etc.), fact-checking URL, news URL, title, news title, content, abstract, publishing date,
and meta keywords. Title refers to the news or title of the article, and content refers to the content of the
news. Abstract refers to a brief description of news. Example of fake and true data are displayed in fig - 3.2

and fig - 3.3. Title, content, and abstract of news are mentioned here.

3.6 DATASET RELEASES

This initial dataset includes COVID-19 information collected from December 1, 2019 through May 1,
2020. It has 1,896 news, 183,564 related user engagements, 516 social platform posts about COVID-

19, and ground truth labels. Besides original data in Version o.1, additional data includes COVID-19
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Fake News

TITLE CONTENT ABSTRACT
Regarding the risks of | on this face the nation broadcast moderated by on this quot;face the
coronavirus transmission | margaret brennan click here to browse full nationdequot broadcast
on an airplane “It’s as safe | transcripts of face the nation. margaret brennan i'm | we sat down with illinois
as an environment as margaret brennan in washington. and this week on governor jb pritzker
youre going to find.” face the nation moving on to may is proving to be gilead sciences ceo
even more challenging as the emotional dilemma daniel 0&#039;day and

between personal and economic well being
intensifies. with restrictions on americans and
businesses across the country easing by the day the
trump administration says there are positive signs in
th.

dr. scott gottlieh.

“The (corona)virus just
isn't nearly as deadly as
we thought it was.”

many politicians could nt
seem less interested in
asking. foxnews fox
news operates the fox
news channel fne fox
business network fbn fox
news radio ...

“Children don’t seem to
be getting this virus.”

but every judge mayor sheriff clerk and trustee was
on the ballot. wisconsin would have been without
elected officials from around the state during covid.
this election was necessary as it was not just a
democratic primary.

glad the governor is
opening parks but what is
the science of keeping
restrooms and
playgrounds closed. if
social distancing works

in the bathroom at ....

Figure 3.2: Example of Fake News

True News
TITLE CONTENT ABSTRACT
Here's Exactly Where We |  scientists around the world are working on a number of | scientists around the world

Are with Vaccines and
Treatments for COVID-19

vaccines and treatments for covid-19. xinhua zhang

yuwei via gelty images scientists around the world are

working on potential treatments and vaccines for the new
coronavirus disease known as covid-19. several

companies are working on antiviral drugs some of which

are already in use against other illnesses to treat people
who already have covid-19. other companies are working

on vaccines that could be used as a preventive measure

aga

are working on a number of
vaccines and treatments for
covid-19 ..

Screen Time Doesn't
Hurt Kids® Social
Skills, Study Finds

a new study finds an increase in screen time does nt hurt
kids social skills. getty images a new study found that
despite the time spent on smartphones todays young
people are as socially skilled as those of the previous
generation. researchers compared teacher and parent
evaluations of kids who entered kindergarten in 1998
years before facebook with children who did so in 2010.
even children within both groups who experienced the
heaviest exposure to screens showed similar developme.

new research found that
school age children in 2010
despite the time spent on
smariphones and social
media are as socially skilled
as those at the same age in
1998 ..

1 in 5 Cancer Survivors
Stays at Their Job Due
to Fears of Losing
Health Insurance

experts say cancer survivors as well as their spouses and

partners will experience job lock where they continue at

their workplace to maintain their current health insurance.
getty images researchers say 20 percent of cancer

survivors have job lock where they stay in jobs mainly to

keep their health insurance. experts say cancer survivors

should take the time to fully understand their health
coverage at work. there are alternatives for health
insurance under the affordable care act.

eXperts Say Cancer Survivors
as well as their spouses and
partners will experience job
lock where they continue at
their workplace to maintain
their current health
insurance ..

Figure 3.3: Example of True News
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information. Data was collected from May 1, 2020 through July 1, 2020. It incorporates 1,339 news,

111,128 related user engagements, 335 social platform posts about COVID-19, and ground truth labels.

Statistics of additional data in CoAID Version o.2 is displayed in the following table:

Fake True
Claim News Article Claim News Article
# Information on Website 27 135 166 1,568
# Tweets 457 9,218 6,342 87,324
# Replies 623 5,721 9,764 64,115
# Social Platform Posts 414 (492) - 21 (24) -
# Total 1,521 (1,599) 15,074 16,293 (16,296) 153,007

Table 3.2: Statistics of CoAID Dataset Version 0.1

In addition to the original data in Version 0.2, supplementary data includes COVID-19 information col-

lected from July 1, 2020 through September 1, 2020. It incorporates 1,016 news, 1,308 related user en-

gagements, 75 social platform posts about COVID-19, and ground truth labels. Statistics of latest data in

CoAID Version 0.3 is displayed in following table.

Fake True
Claim News Article Claim News Article
# Information on Website 1 55 172 1,111
# Tweets 27 1,198 1,453 54,224
# Replies 3 1,672 1,909 50,642
# Social Platform Posts 197 (320) - 14 (15) -
# Total 228 (351) 2,925 3,548 (3,549) 105,977

Table 3.3: Statistics of CoAID Dataset Version 0.2 *°

Fake True
Claim News Article Claim News Article
# Information on Website 28 204 454 3,565
# Tweets 484 10,439 8,092 141,652
# Replies 626 7.436 12,451 114,820
# Social Platform Posts 650 (880) - 42 (46) -
# Total 1,788 (2,018) 18,079 21,039 (21,043) 260,037

Table 3.4: Statistics of CoAID Dataset Version 0.3 *°
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BanFakeNews: A Dataset for Detecting Fake

News in Bangla

4.1 INTRODUCTION

Nowadays, lots of articles are available online that can potentially mislead readers by providing fabri-
cated information **. The popularity of various social media, easy access to online advertisement revenue,

and different political divergences are some of the reasons for spreading fake news online’®. To man-
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age fake news, there are some fact-checking websites; such as www.politifact.com, www.factcheck.org,
www.jaachai.com. The websites manually update potential fake news stories that were published online
and explain the reason the news is false.

Scientific community has become interested in the automatic identification of fake news using linguistic
analysis as a result of the harms that can be caused by rapid dissemination of false information in a variety
of fields, including politics and finance. These techniques are, however, mostly being developed for En-
glish, leaving low-resource languages out of the scenario. The dangers brought by false and deceptive news,
however, transcend linguistic barriers. BanFakeNews proposes a Bangla dataset to identify fake news on-
line**. The dataset can be used to build automated fake news detection models on low-recourse languages
like Bangla.

The goal of BanFakeNews is to bridge the gap by creating resource in Bangla language which can be em-

ployed for automatic fake news detection. The tasks can be summarized in following manner:

* Propose a new dataset consisting of approximately sok Bangla news which can be used as a key

resource to build an automatic fake news detection model, trained on Bangla language.

* By examining a broad range of linguistic traits, a benchmark system is created for categorizing false
information published in Bangla. The viability of pre-trained Transformer models and various

neural architectures in this challenge was also investigated.

¢ Comparison with human performance is proposed for identifying fake news in Bangla and pre-

senting a full analysis of the approaches and findings.

This study is anticipated to be extremely important in the creation of false news detecting systems in the

Bangla language.
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4.2 RELATED WORKS

Impact of spreading misinformation/disinformation is massive. Researchers have been trying to mitigate
this issue for quite a long time. In recent years, researchers proposed a solution to detect satirical news. In
recent study, researchers used Support Vector Machine (SVM) for this purpose*. This study focused on
predictive features and proposed a SVM model to identify satirical news. Total 360 news articles were col-
lected from two satirical news websites (The Onion and The Beaverton) and two legitimate news sources
(The Toronto and The New York Times) in 2015. The study demonstrates that absurdity, grammar and
punctuation marks works best to identify satirical news. Finally research suggests that most effective meth-
ods to recognize satirical news are absurdity, language, and punctuation. Leveraging neural networks, an-
other study ®® built a 4-level hierarchical network and employed attention mechanism by using = 160K true
dataand = 16K satirical data (collected from 14 satirical news web- sites) and demonstrated that paragraph-
level features are more efficient than document level features in terms of the stylistic features.

While some researchers built supervised learning model using solely language variables like N-grams+*,
punctuation, and LIWC 38 and conducted their assessments using five-fold cross-validation, others uti-
lized a linear SVM classifier*” to learn the fake news patterns. They first gathered 240 authentic news
stories from several popular US news websites, after which they created an additional dataset including
fake versions of those authentic stories. They used crowd sourcing through Amazon Mechanical Turk
(AMT) to create counterfeit versions of real news stories.

This study is the first news dataset for false news identification that is publicly available in Bangla. Accord-
ing to the literature review, the majority of works introduce a dataset that is appropriate for their research
methodology, while other datasets are only focused on specific research themes. This dataset is created in
a diversified method so that it can be used in a variety of research areas because the study of fake news in
Bangla is still in its early stages. As a result, suggested dataset is enhanced with clickbaits, satire, fake, and
real news along with headline, article, domain, and other metadata, which is briefly detailed in the next

section.
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4.3 DATASET CREATION FOR DETECTING BENGALI FAKE NEWS

A set of authentic news was collected from a total of 22 most popular mainstream trusted news portals in
Bangladesh. Total following types of news was collected in this dataset:

i) Misleading or Fake Context: contains unreliable information and can mislead audiences.

ii) Clickbait: contains sensitive headline to attract public attention and drive click-throughs to publisher’s
website.

iii) Satire/Parody: Entertainment and parody-type news.

The information was gathered by scraping news from various websites. News that was deceptive or un-
true was gathered from www.bdfactcheck.com and www.jachai.com. These websites offer a logical and
instructive justification for the false information that has already been posted on other websites. In this
study, satire, clickbait, and false information, all are commonly classified as fake news. News headlines
and contents were collected along with various metadata; such as the domain of the published news site,
publication time, and category. Information was categorized according to the categories mentioned in ta-

ble 4.1**. Source of each news was also collected. Apart from the source, headline article relation was also

Category Authentic Fake
Miscellaneous 2218 654
Entertainment 2636 106
Lifestyle 901 102
National 18708 99
International 6990 91
Politics 2941 90
Sports 6526 54
Crime 1072 42
Education 1115 30
Technology 843 29
Finance 1224 2
Editorial 3504 0

Figure 4.1: Number of news in each category

used as metadata. Tags like “Related” and “Unrelated” are provided upon checking the relationships
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of headline with specific article. So far, around 8.5k Headline-article-relation metadata has been man-

ually annotated by few undergraduate students, Bangladesh. Figure 4.2 displays the sample data of this

dataset®*.
Label 1 (Authentic)

Domain channelionline.com

Published Time 2018-09-19 18:15:40
Category RUCieIioES
Source fafafsi

Headline-article relation | related
Headline IS (AT TSAG #IH
AFBIAT TP AL VSAG AP

e ity =ftd O% Smeel HRe
WS NN Yo IPCEL MG (AT 72 WS
IRATOR 27 BN IS =1 341 oifed
e HFBW YN Fo MY g ([one
Article AGT WO (AN WS JFRH
FSUGE (N NETY #AHhe e =
MR OMd SRR AR e
wmee g2 99 fmeares e [(GS GEm|
AFBING Gror N6 =1 gifod
WINEATT VSHG MIAFS Yo 94 A4¢ OTF (N
WA q IR PRNS (AN HHETO |

Figure 4.2: Sample Data

4.4 HuUMAN BASELINE

Identify fake news is difficult. Due to this reason, authors conducted a small experiment to observe the
performance of human in this regard. People were given some selected news and answer two questions for
each news. The information of only headline and the articles were given. Whole process is displayed in
Figure 4.3 **. According to this figure, first question was, ”if the news was fake or authentic?”. Depending
on the reply, different sets of questions were asked. Annotators were correct in most cases; however, they
made mistake to recognize true and false information some times. After reviewing the feedback of each

annotator, a followup interview session was arranged to determine the reason behind making mistake to
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Answer the following questions based on
given headline and article.

v

| Q1. Is this news Fake or Authentic ?

Fake Authentic
\ Y
Q2. Why do you think it's Q2. Why do you think it's
Fake? Authentic?
select an option - select an option -
1. Has no trustworthy source. 1. Source is reliable.
2. The content is unrealistic. 2. The content is believable.
3. | knew it before. 3. | knew it before.
4. | found mismatch with 4. | found similar news in
other news. other sites.

Y

@swer: 'Selected Option'’

Figure 4.3: Sample Data

identify fake news. Significant reasons are these:

* Disguise: If any fake news is presented in a way that is similar to authentic news, meaning the fake news
has richer information such as solid references, scientific facts, and detailed data, people may make mistake
as a true news.

* Trending: When many publications are reporting or have reported the same news, people are more likely
to believe it.

* Source: People interpret questionable news as untrue when it doesn’t have a source.

* Satire: Humans are able to recognize almost all sorts of satirical news, but occasionally real news can seem
satirical, leading people to make mistake as fake news.

These analysis indicates that, source plays an influential role in identifying false news. Due to that reason,

sources were also considered in this dataset and annotated manually by human annotators.
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4.5 DATA USED IN OUR RESEARCH

The dataset displays various information about collected news. All the data contains news content (article)
and their headlines. It also displays if headline is related to the article or not by Headline-article-column.
Source is another column to display name of the website of news source. All the data are categorized and
shown using Category column. It also provides time of the news publication by Publication time column,
and url of source media by Domain column. All the data are labeled as fake and true.

In summary, to describe any news, the dataset contains eight columns: Article, Headline, Headline-article
relation, Source, Category, Published Time, Domain and Label. Figure 4.2 displays example of a news*.
Total four types of news were collected: Authentic, Satire, Clickbait and Fake news. The data was collected
from more than 100 news source. Figure 4.4 displays the various kind of news domain, rank of the source

and number of collected news**. Ranking was calculated using Alexa Ranking.
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Domain Rank #MNews Domain Rank #News
Authentic News Clickbait
kalerkantho.com 2044 44491 bengaliviralnews. com 1884782 48
jagonews24.com 1771 4426 qonews24.com HI0R% 10
banglanews24.com 3539 4035 lastnewsbd.com 7165 3
banglatribune.com 14505 3696 bangladeshonlineZd.com 3023578 2
jugantor.com 1422 2835 news.zoombangla.com 5770 2
dhakatimes24.com 34756 2654 prothombart a.news 193562 3
ittefaq.comkbd 6300 2589 prothembhor.net 2R31THS 2
somoynews.tv 3214 2552 samayerkonthosoar.com T2800) 2
.dai lynayadiganta.com D6TE 2371 agooannews.com N A 1
nang;a.bdlnewszﬂ.com Eﬁg i:gf} aparadhchokh24bd.com 4242479 I
prothomalc.com 3 o
bdz4live.com 6989 2335 | Pangtanemsid.con 52 :
risingbd.com 11162 2270} bdjournal365.com 2395727 1
dailyjanakantha.com 24403 1531 bdsangbad.com 5272008 1
bd-pratidin.com 2141 1421 bdtypes.com 309252 1
channelionline com BETH 1401 bnmtnews24.com 63562 |
samakal.com BOOS 1372 daily-bangladesh.com 6961 1
independent24.com 216950 1220 dkpapers.com 216868 1
rtnn.net 1921350 1149 sangbadprotidinZd.com 1489940 1
bangla.thereport24.com 219278 839 sonalinews.com ITHEG 1
mzamin.com BT1S T8S
bhorerkagoi.net HO0E 21
Domain Rank #News Domain Rank #News
Satire News Fake
channeldhaka.news 249033 436 banglainsider.com 23334 i
earki.com 2226986 291 bd-pratidin.com 2141 3
motikonthowordpress.com 7291230 195 bengaliviralnews.com 1884782 3
bengalbeats.com TOT465 192 notunshokal.com 3012897 3
sarcasmnews.fun NYA 14 alokitebangladesh.com H4RAZ 2
ctnews’7 T484275.0 4 bangla.dhakatribune.com 15159 2
Prothombarta.news 193562 1 banglanewsZ4.com 3527 2
TheReport24.com 219278 1 dailyingilab.com QaT0 2
aparadhchokh2dbd.comn 4242479 1 dailysangram.com B46E9 2
shadhinbangla2d 1115208 1 ittefag.combd 6285 2
jugantor.com 1420 2
kalerkantho.com 2031 2
shadhinbangla2d.com.bd 1 268056 2
somewhersinblog.net 50584 2
sylhettoday2d.news 94555 2
banglabdnews24,.com 3332 1
banglazd.com.bd 6652978 I
bangladeshbanil24.com N A I
bhanglatribune.com 14517 1

Figure 4.4: Detailed statistics of the collected news with the domain URL and Alexa ranking (as of 08 March 2020)
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Information Analysis of Resourceful

Language data

This part focuses on the analysis, performed on different text classification tasks. The goal is to under-
stand insight of news, collected from different sources. Text classification task will assist to learn different
perspective of data. Analyzing these tasks are helpful to detect if any particular news is true or fake. The
following text classification tasks are performed:

i) Sentiment Analysis



ii) Emotion Analysis

iii) Hate Speech Detection

iv) Irony Detection

v) Grammatical Analysis

The tasks were performed using HuggingFace Transformer model??. Analysis tasks were performed on
both resourceful and resource constraint language datasets. This chapter discuss about analysis process,

applied on resourceful language dataset, named Co-Aid dataset.

5.1 INFORMATION ANALYSIS: CO-AID DATASET

§.I.I SENTIMENT ANALYSIS

The goal of sentiment analysis is to determine whether tweets were positive, negative, or neutral in nature.
Pre-trained transformer model cardiff NLP’ s twitter-roBERTa-base-sentiment-latest " was employed to
analyze the sentiment of given data’®. Using this pre-trained model; title, content, and abstract columns
were trained. This specific model was pre-trained on around 124M tweets. Tweets were collected from
2018 to 2021 and then fine-tuned for sentiment analysis with TweetEval benchmark. Pre-trained model
was applied to Co-Aid data to analyze sentiment of the data. Sentiment analysis findings from Covid-19
are clearly displayed in Fig - 5.1. According to this analysis, neutral news was the most prevalent kind of
news, making up a significant portion of the title, content, and abstract. Neutral news is resulting more
than 70% in all three cases. Even so, the prevalence of negative emotions were much lower than that of

neutral emotions. Negative emotions are varying from 18% to 24% in these cases.

5.1.2 EMOTION ANALYSIS

Another text-classification task is emotion analysis, which divides data into six categories: anger, fear,
joy, love, sadness, and surprise. The purpose of this assignment is to identify various emotional states

in tweets 7. A pre-trained Distilbert model, obtained from Hugging Face was employed to train the data.
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“bhadresh-savani/distilbert-base-uncased-emotion”*” was employed in this research. Originally, the de-
veloper fine tuned Distilbert-base-uncased model on the emotion dataset®" using HuggingFace Trainer
with specific Hyperparameters. The patterns that posts follow can be explained by emotion analysis. As
illustrated in the Fig-5.1, angry, happy, and fearful feelings were all frequently expressed in news articles.
The data were gathered at the start of the Covid-19 pandemic, which was characterized by anxiety about
the illness and resentment toward the government over measures like the lockdown. On the other hand,

when news about vaccines was reported, people felt relieved.

5.1.3 HATE SPEECH DETECTION

Fake news often possesses hateful content. Although, this is also true in case of true news, but probability
of occurrence in latter case is much lower. Sometimes, people try to spread hateful propaganda intention-
ally. In recent years, bots have been used to spread fake propaganda on social media. Therefore, verification
of truth or falsehood of information in news articles is essential.

To train the data and find out offensive or hateful content in news data, Hugging Face’s BERT base
transformer model was used. Hate speech pre-trained model, "CNERG/bert-base-uncased-hatexplain-

»I0

rationale-two” '® was applied to train and identify abusive or hateful information in our data. During
analysis, we designated offensive information as “hate” and neutral information as ”not hate”. This model
was pre-trained on the HateXplain dataset*#. From the comparative analysis depicted in Fig-s.1, it is clear

that most of the covid data are normal. However, abusive or hateful news percentage is also too high to be

ignored.

5.1.4 I[RONY DETECTION

Sarcasm is a common way for people to convey their emotions. Sarcastic posts might include both accu-
rate and inaccurate information. This factual ambiguity aids in the online dissemination of fake content.

Ironic language on social media needs to be examined to stop this. This study used the RoBERTa-based
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Figure 5.1: Comparative Representation of All the Analysis Tasks of Co-Aid Dataset




transformer model to examine ironic content in social media. Data were divided into “ironic” and ”non-
ironic” categories. The outcomes are shown in Fig-5.1. Even though there were more ironic posts and

news stories, there was still a significant amount of non-ironic posts about titles, content, and abstracts.

5.1.5 GRAMMATICAL ANALYSIS

The number of people using social media is growing rapidly along with the number of internet users.
Number of online newspapers has also grown concurrently. In place of traditional newspapers, people
now rely on online news portals and social media for their news. Online news portals’ content quality,
however, is not sufficiently standardized. These tabloids occasionally circulate false information to boost
their audience. They frequently lack an appropriate editorial board and speak in grammatically incorrect
ways. Therefore, it is important to consider the grammar of any news article.

In order to achieve this, a BERT-based model was used to train data. The Corpus of Linguistic Accept-
ability (CoLLA), which concentrates on linguistic aspects of text, was used to pre-train the model. Label o
(grammatically incorrect) and Label 1 (grammatically acceptable) were used to categorize the data®’. Sur-
prisingly, Fig-s.1 shows that, aside from the title, most news content and abstracts on social media were
grammatically correct. This held true for both social media posts and news articles. The amount of data
with label one was very high in title, content, and abstract. This is very alarming because, in numerous

nations, newspapers are considered an excellent resource for young people learning foreign languages.

5.2 RESULTS

Our project was implemented using Python version 3.9 and the NVIDIA environment. Proposed solution
was employed using PyTorch. Data was cleaned in the beginning. Handling missing value was crucial, as
abstract column contained lots of missing values. Hugging Face Transformer models were used to analyze
title, content, and abstract columns. Transformer models were implemented to calculate prediction scores:

1) Sentiment Analysis: Cardiff NLP’ s twitter-roBERTa-base-sentiment-latest '
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2) Emotion Analysis: Bhadresh Savani’ s distilbert-base-uncased-emotion *7

3) Hate Speech Detection: Hate speech CNERG bert-base-uncased-hatexplain-rationale-two '°

4) Irony Detection: CardiffNLP’s twitter-roberta-base-irony?

5) Grammatical Analysis: textattack’s bert-base-uncased-CoLA >

Maximum length of input data was set to s 12 for all models. Default tokenizers from pre-trained models
were applied in this study. Above models were successfully evaluated. Accuracy, precision, recall and f-
1 Score of title, content, and abstract were calculated for aforementioned BERT models. These models
performed extremely well in Co-Aid data set. The accuracy was more than 0.97 in the majority of cases.
Scores are greater than 0.99 for precision, recall and f-1 score most of the time. Scores of abstract for Hate
Speech detection is slightly lower than others, where accuracy = 0.89, precision = 0.89, recall = 1.0, and
recall = 0.89. Apart from that, model performance is excellent overall.

The prediction scores, collected from classification tasks were applied in second part of the proposed
model. All the classification tasks were validated and accuracy, precision, recall and f1 scores were cal-

culated. The results are displayed in table s.1.

5.3 DiscussioN

Goal of this chapter is to examine the data and comprehend how people behaved during COVID-19. The
pattern is successfully shown by this analysis. Analysis reveals the pattern successfully by implementing
different huggingface BERT models. These classification tasks effectively ascertains intensity of emotions.
It also successfully determined whether or not the tweets contained material that is ironic or hostile. This
study eventually determined grammatical perspective of content. The analytical study was successful in
identifying the pattern of news propagation in social media.

BERT models are also evaluated here. To evaluate the models; accuracy, precision, recall and f-1 scores were
calculated. These models show excellent performance overall. Accuracy, precision, recall and f-1 scores are

greater than 0.97 in majority cases, which indicates that models are performing tremendously well. Scores



of abstract for Hate Speech detection are slightly lower than others, where accuracy = 0.89, precision =
0.89, recall = 1.0, and recall = 0.89. This can be improved in our future research. Apart from that, chosen

BERT methods are successfully working in our dataset.

Table 5.1: Evaluation of Text Classification Models

Sentiment Analysis

Accuracy | Precision | Recall | fr-Score
Title 0.999 0.999 1.0 0.993
Content | 0.997 1.0 0.996 0.998
Abstract |  0.996 0.997 0.997 0.997

Emotion Analysis

Accuracy | Precision | Recall | f1-Score
Title 0.979 0.992 0.982 0.987
Content | 0.994 1.0 0.993 0.997
Abstract |  0.987 0.992 0.992 0.992

Hate Speech Analysis

Accuracy | Precision | Recall | f1-Score
Title 0.994 0.997 0.995 0.996
Content | 0.994 0.999 0.994 | 0.996
Abstract 0.817 0.817 1.0 0.89

Irony Speech Analysis

Accuracy | Precision | Recall | f1-Score
Title 0.969 0.997 0.965 0.981
Content | 0.994 0.997 0.995 0.996
Abstract 0.993 0.995 0.996 0.996

Grammatical Speech Analysis

Accuracy | Precision | Recall | f1-Score
Title 0.991 0.999 0.989 0.994
Content 0.989 0.998 0.987 0.993
Abstract 0.972 0.987 0.978 0.983
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Information Analysis: R esource Constraint

Language Data

Many studies have been conducted to detect fake online news, and reports on their findings were mainly

written in English. However, this scenario is different for resource-constrained languages. Studies on iden-
tifying fake news in Bangla have not been conducted extensively. This chapter is the extended version of
previous chapter (chapter five). Chapter five focuses on analysis of covid related news for a small dataset.

This chapter analyzes the aforementioned text classification tasks for a larger dataset, that is not specific to

43



any particular topic. That means, it covers various news from different categories. Additionally, Co-Aid
dataset contains information from most resourceful, English language dataset. This chapter focuses on
comparatively low resource data. This section discusses about the five text classification tasks applied on
BanFakeNews dataset. Bangla is a resource constraint language. Due to that reason, it was quite challeng-
ing to perform text classification tasks using pre-trained transformer models as we did for co-aid dataset.
The NLP research is still growing at a slow pace. Very few hugging face models are available for different
text classification tasks. Some of the renowned institutions in Bangladesh have started to work on this
issue in recent years. This section will provide information regarding text classification tasks applied on

BanFakeNews dataset. Figure 6.1 displays analysis result of all text classification tasks:

6.1 DATA PRE-PROCESSING

The first step was to preprocess the entire dataset. Data pre-processing is the most critical step because
raw data is difficult to train. Unprocessed data often yields poor results. The data were cleaned, missing
values were handled, and punctuations were removed. Hence, the ranking scores were normalized using

minimum - maximum feature scaling.

6.2 INFORMATION ANALYSIS: BANFAKENEwWS DATASET

This section discusses the five text-classification tasks applied to the BanFakeNews dataset. Bangla is a
resource-constrained language. For this reason, it is somewhat challenging to perform text-classification
tasks using pretrained transformer models. Research on NLP is growing gradually, and very few Hugging
Face models are available for various text-classification tasks. In recent years, renowned institutions in
Bangladesh have begun to work on this issue. This section describes the text-classification tasks applied to
the data. Figure 6.1 shows the analysis results for all the text-classification tasks. Goal of this study was to

analyze data from different perspective. The following tasks were performed.
* Sentiment Analysis: "kaosar/banglabert-sentiment”
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* Emotion Analysis: "avishek-018/bn-emotion-temox”
* Hate Speech Detection: “kaosar/bert-base-multilingual-cased-VITD”
* Irony Detection: “raquiba/sarcasm-detection-BenSARC”

* Grammatical Analysis: “ai4bharat/indic-bert”

6.2.1 SENTIMENT ANALYSIS

The task commenced by analyzing the sentiments of any particular news item. This was performed by im-
plementing pretrained models available on the Hugging Face website *3. In this study, the “kaosar/banglabert-
sentiment” (https://huggingface.co/ka05ar/banglabert-sentiment) model was used. The model was
pretrained on the Bangla sentiment dataset previously? . This is a fine-tuned version of one of the most
widely used models, the Bangla Bert model®. News can be divided into three types: negative, neutral,
and positive. Based on the analysis, negative news are more commonly found in the title, whereas positive
news are more commonly found in the article content. Neutral news are scarce in terms of both title and

content.

6.2.2 EMOTION ANALYSIS

Conducting an emotional analysis can be helpful in data analysis. The “avishek-o18/bn-emotion-temox”
(https://huggingface.co/avishek-018/bn-emotion-temox) model, which is available on the Hugging
Face website, was used to perform emotional analysis**. Six emotions were observed: anger, disgust, fear,
joy, sadness, and surprise. This analysis showed that joy (32%), anger (27%), and sadness (21%) were more
commonly displayed in titles. In contrast, joyful emotions (48%) showed the highest display in the con-

tents. This indicated that almost half of the news spread joyful emotions through writing.
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6.2.3 HATE SpEECH DETECTION

Spreading hate speech is becoming more frequent in Bangla language. In many cases, people spread hate
speech on purpose. Especially during election period, due to political rivalry. Researchers have been try-
ing to find a good method to detect hateful content online. Though inadequate resources, still few re-
searchers have taken initiative to work on this critical issue. In this study, "kaosar/bert-base-multilingual-
cased-VITD” (https://huggingface.co/ka05ar/bert-base-multilingual-cased-VITD) model is im-
plemented. It is a pre-trained model, available in Huggingface website '*. Analysis result divides the data
into three types: non-violence, direct-violence, passive-violence. According to figure 6.1 64% news title
provides non-violence and 30% provides passive violence information. On the other hand, 82% content
represent passive violence and 15% non-violence information. In both cases, direct violent news is very
few (6% for title and 15% for content).

This analysis offers a clear perspective on broadcasting news. One thing to note is that, we cannot make
a firm forecast about any news by looking at the title alone. Another argument is that, a lot of news re-
ports present information about passive and non-violent forms of news. However, there is virtually little
evidence on direct violence. Based on the recent political environment in our nation, the behavior can be
anticipated. Journalists are very cautious while reporting any news because of strict digital security law.
Everyone is aware of this open fact, but they are scared to talk about it. The standard of news has conse-

quently declined. More superficial and meaningless information is presented in news papers now-a-days.

6.2.4 IrRONY DETECTION

Irony detection is one of the most challenging aspects of news analysis. Surprisingly, Bengali sarcasm de-
tection is unavailable on the Hugging Face website, and Bangla sarcastic datasets are rare. Consequently,
analyzing sarcasm in Bangla has become challenging. We resolved this issue after facing several difficulties.
Two Bengali sarcastic datasets were obtained. The datasets were BanglaSARC and Ben-SARC, which

consisted of approximately sooo and 25000 data points, respectively. As no BERT pretrained model was
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available on the Hugging Face website, we decided to train a BERT model on these datasets and used the
final model as the pretrained model. Initially, the model was trained on the BanglaSAR C dataset. Because
pretrained models were unavailable, it was necessary to consider multilingual and cross-lingual transfer
learning. The data were trained on the following pretrained models available on the Hugging Face web-

site.
* BanglaBERT model (*csebuetnlp/banglabert”) (https://huggingface.co/csebuetnlp/banglabert)
* IndicBERT model ("ai4bharat/indic-bert”) (https://huggingface.co/aidbharat/indic-bert)

¢ CardiffNLP Irony model ("cardiffnlp/twitter-roberta-base-irony”) (ht tps : / /huggingface.co/cardiffnlp/

twitter-roberta-base-irony)

* Google Research Multilingual BERT model ("bert-base-multilingual-cased”) (https: //huggingface.

co/bert-base-multilingual-cased)

Among these four models, BanglaBERT exhibited the best performance. Therefore, the BanglaBERT
model was selected. The selected model was then uploaded to the Hugging Face website (“raquiba/sarcasm-
detection-BanglaSARC” ). Subsequently, the “raquiba/sarcasm-detection-BanglaSARC” model was
trained on the Ben-SARC dataset. The output model was uploaded to the Hugging Face website (“raquiba/sarcasm-
detection-BenSARC”). This output model was finally implemented as a pretrained model on the BanFak-
eNews dataset to detect sarcasm. The results indicated that most titles (95%) and contents (99%) consisted

of nonironic information.

6.2.5 GRAMMATICAL ANALYSIS

News articles frequently contain grammatical errors, and grammatical mistakes are often observed in un-
reliable news. Grammatical analysis is used for verifying the reliability of particular news. However, this
type of analysis is not widely conducted for Bangla. In this study, the “aisbharat/indic-bert” pretrained

Hugging Face model was implemented to detect grammatical errors in Bangla. The model was previously
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pretrained in various languages, including Bangla. Surprisingly, the results showed that all news items con-
tained the correct information, both for the titles and contents.

To verify whether this model provided the correct results, we used a cross-lingual transfer-learning ap-
proach. Transfer learning involves training a model in one language and implementing it on different
languages. In this study, the “textattack/bert-base-uncased-CoLA”55 model was used for transfer learn-
ing. The model had already been trained in the English CoLA dataset. We used this model for Bangla
in this study. The results were surprising because the output of the text attack model displayed the same
results. Finally, “aigbharat/indic-bert” (indic-bert) was implemented in this study>S.

The analysis of bangla news is successfully covered in this chapter. It effectively represents the news pattern
from numerous angles. This analysis might help to comprehend different perspective of news reported by
various Bangladeshi newspapers. We will incorporate the accuracy scores from these analyses in our final

model.
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False News Detection Using BERT and

Ensemble Learning Models

7.1 INTRODUCTION

On social media, misinformation can spread quickly, posing serious problems. Understanding the con-
tent and sensitive nature of fake news and misinformation is critical to prevent the damage caused by them.

To this end, characteristics of information must be observed. Chapter - 5 focuses on analysis and evalua-
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tion of co-aid data. After performing this analysis, we understand the characteristics of human behavior.
This will help to understand the insight of any given news. Next task is to introduce a model that will be
successfully able to detect fake content in social media. In this chapter, we propose a transformer-based
hybrid ensemble model to detect misinformation online >*.

First, false and true news on Covid-19 were analyzed, and various text classification tasks were performed
to understand their content. Results were utilized in proposed hybrid ensemble learning model. Our
analysis revealed promising results, establishing the capability of proposed system to detect misinformation
on social media. Our final model exhibited an excellent f1 score (0.98) and accuracy (0.97) score. AUC
(Area Under The Curve) score was also high at 0.98, and ROC (Receiver Operating Characteristics) curve
revealed that true-positive rate of the data was close to 1 in this model. Thus, proposed hybrid model was

demonstrated to be successful in recognizing false information online.

7.2 METHODOLOGY

In the previous chapter, the data were trained based on all five classification tasks. After training, the
prediction scores were transmitted to the ensemble model section. Fig - 5.1 depicts the prediction scores
of the trained data on all five tasks. After training the data using the aforementioned BERT models, some
processing was performed. The final output obtained from training consisted of a label and a score, e.g.,
sentiment analysis yields positive/negative/neutral labels and their corresponding scores.

These two pieces of data were subsequently combined to yield a single final score:

Final Input Score = Prediction Score + Label Score

The label score denotes the percentage of occurrence of the label among those of all data on a scale of o to
1. In sentiment analysis, negative data accounted for 24 % of all data, yielding a label score of 0.24, positive
data accounted for 2 % with a label score of 0.02, and neutral data accounted for 75% with a label score of
0.75. Therefore, by the aforementioned formula, if neutral news has a prediction score = 0.85, then the

final score = 0.75 + 0.85 = 1.6.
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Figure 7.1: Architecture of proposed model

Similarly, if the prediction score of positive news is o.s, its final score is 0.5 + 0.02 = 0.52. This processing
is performed for all five tasks. Finally, the final scores of all data for each task were normalized between o
and 1, and transmitted to the ensemble learning section. Similarly, if the prediction score of positive news
is 0.5, its final score is 0.5 + 0.02 = 0.52. This processing is performed for all five text classification tasks.
Finally, the final scores of all data for each task were normalized between o and 1, and transmitted to the

ensemble learning section. List of all the label scores are displayed in table 7.1.

7.2.1 RANK SCORE

News websites can be biased or have low rankings. The rank score is based on the ranking of difterent news
websites. News quality depends on the authenticity of a website. For example, satirical news websites, such
as The Onion, have a lower rank than traditional newspapers, such as the New York Times. Researchers
from Stony Brook University created a website named Media Rank to rank news websites in terms of
various parameters>>*’. The authors used six types of rankings:

1. Reputation Rank



2. Popularity Rank

3. Breadth Rank

4. Ads Indicator

5. Spammer Indicator
6. Political Bias

As the ranking process was incomplete during the composition of this study, only the breadth rank is

considered here.
Table 7.1: List of Label Score (Co-Aid Dataset)
Classifier Lable Score
Task Name Expression | Title | Content | Abstract

Sentiment Analysis Negative | o0.24 0.18 0.24
Positive 0.02 0.03 0.03

Neutral 0.74 0.79 0.73
Emotion Analysis Anger 0.15 0.15 0.12
Fear 0.36 0.29 0.33
Joy 0.39 0.41 0.44

Love 0.0 0.01 0.01
Sadness 0.09 0.10 0.10

Surprise 0.0 0.0 0.0

Hate Speech Detection Hate 0.22 0.05 0.16
Not Hate | 0.78 0.95 0.84

Irony Speech Detection Irony 0.58 0.58 0.76
Non Irony | o0.42 0.42 0.24

Grammatical Analysis Correct 0.74 0.58 0.76
Incorrect | 0.26 0.42 0.24

* Breadth Rank
Reliable news sources strive to be politically unbiased in their reporting. Reliable news sources
struggle to cover the complete range of important news, rather than narrow domains that have

limited and repeated entity occurrences*”. Thus, the breadth of coverage is an important indicator
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of news quality, reflecting the scope, depth of insight, relevance, clarity, and accuracy of report-
ing*°. Breadth rank measures the breadth of coverage in news reports based on the number of
unique entities occurring therein. In this study, the breadth rank was used to calculate the rank

score of each news source:

RankScore = 1/BreadthRank (7.1)

As Media Rank does not cover all news websites, it was not possible to obtain the breadth rank of all news
data considered in this study. In cases where the breadth rank was unavailable, they were estimated. The

rank score was normalized between o to 1 range and then used in the ensemble learning model.

7.2.2 ENSEMBLE LEARNING MODEL

Ensemble learning comprised the final half of the experiment. Using a supervised machine learning algo-
rithm, our goal was to learn a stable model that performs well overall. However, in certain cases, multiple
models satisfied this requirement. To mitigate this issue, an ensemble learning model was implemented
to reduce over-fitting and improve model generalizability. Ensemble learning involves combining several
weak supervised models to obtain a better and more comprehensive supervised model. The underlying
idea of ensemble learning is that even when one weak classifier obtains an incorrect prediction, other weak
classifiers correct the error. Therefore, ensemble learning model is used widely to combine multiple fine-
tuned models*S. Fig-7.2 represents the structure of ensemble learning model. Two types of ensemble
models were applied in this study:

i) Weighted Average Ensemble

ii) Stacking Ensemble

¢ Weighted Average Ensemble
The weighted average ensemble is considered to be an extension of the soft-voting ensemble, which

computes a weighted average of the predictions of the constituent input models. The input models
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were first trained using identical data. Weights were assigned to the input models to reflect their
relative importance. In this study, the models used for the five classification tasks were adopted as

the input models. The ensemble weight of a particular model was taken to be:

Training set

1
wlrwlrwlrwlr

Predictions é
Ensemble

Final
Prediction Output

Figure 7.2: Ensemble Learning Mode

|45

ensemble weight = average of input scores of all the input data

For the sentiment analysis task, the weight was taken to be the average input score of all data cor-
responding to a specific input column. Finally, we obtained different ensemble weights for title,
content, and abstract corresponding to each specific model. Considering the title column, final
value of a single title was as follows:

Ensemble Weight = Average(final input scores of input data)

Output score of Weighted Ensemble Model, w-En-Output=total-Score/total-en-weight

total-Score = (w-sa*is-sa + w-ea*is-ea + w-ha'is-ha + w-ia*is-ia + w-ga *is-ga)

55



total-en-weight = (w-sa + w-ea + w-ha + w-ia + w-ga)

ensemble weights of various text classification tasks are indicated as following:
w-sa = average(input score of Sentiment Analysis)

w-ea = average(input score of Emotion Analysis)

w-ha = average(input score of Hate Speech Analysis)

w-ia = average(input score of Irony Speech Analysis)

w-ga = average(input score of Grammatical analysis)

Prediction scores of various text classification tasks are indicated as following:
is-sa = input Score of Sentiment Analysis

is-ea = input Score of Emotion Analysis

is-ha = input Score of Hate Speech Analysis

is-ia = input Score of Irony Speech Analysis

is-ga = input Score of Grammatical Analysis

We can achieve ensemble-weight for title, content and abstract columns. The same equations were

applied separately to the title, content and abstract to achieve the weight of ensemble model. Table

7.2 represents the weights of ensemble models for title, content and abstract column. After calcu-

lating the ensemble weight of title, content and abstract, the three output values were transmitted

to the stacking ensemble model.

Table 7.2: List of weights of Ensemble Model (Co-Aid Dataset)

Ensemble Weight
Task Name Title | Content | Abstract
Sentiment Analysis 0.75 0.77 0.75
Emotion Analysis 0.55 0.56 0.56
Hate Speech Detection | o.57 0.51 0.55
Irony Speech Detection | 0.74 0.81 0.58
Grammatical Analysis | 0.81 0.81 0.79




* Stacking Ensemble
The stacking ensemble used in this study comprised heterogeneous weak learners and meta learner.
The weak learners were trained in parallel and their output prediction scores were combined by
training them using a meta-learner, yielding the meta-learner’ s prediction score. The meta-learner
was used to learn optimal combinations of input predictions to yield better output predictions.
This model was applied to both classification and regression problems?. The basic architecture of

the Stacking Ensemble model is represented in Fig-7.3.

Model 1
7 Model2 —
D Model3 '
Model 4
Model Stack

Figure 7.3: Architecture of Stacking Ensemble Learning Model*°

To detect fake news in this study, the following learners were used as weak learners and meta learn-
ers:

a) Weak Learner: KNearest Neighbor Classifier, Support Vector Classifier, and Decision Tree
Classifier

b) Meta Learner: Logistic Regression
The final output was a prediction score of o or 1, which indicated whether the news article was

false or true. The architecture of stacking ensemble model employed in this research is depicted in

Fig-7.4.
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Figure 7.4: Final Stacking Ensemble Model

7.3  RESULTS

The project was implemented using Python version 3.9 and the NVIDIA environment. The title, content,
and abstract columns were analyzed using Hugging Face Transformer models*?. The prediction scores
were calculated using the pre-trained BERT models as described earlier in chapter - s:

1) Sentiment Analysis: CardiffNLP’ s twitter-roBERTa-base-sentiment-latest '*

2) Emotion Analysis: Bhadresh Savani’ s distilbert-base-uncased-emotion +/

3) Hate Speech Detection: Hate speech CNERG bert-base-uncased-hatexplain-rationale-two '°

4) Irony Detection: CardiffNLP’s twitter-roberta-base-irony?

5) Grammatical Analysis: textattack’s bert-base-uncased-CoLA

The data were trained using the aforementioned transformer models. The maximum length of the input
data was set to 512 for all models. Default tokenizers from pre-trained models were applied in this study.
The prediction and rank scores were normalized using minimum-maximum feature scaling. Subsequently,
a weighted average ensemble model was applied to the title, content, and abstract columns. As output,
continuous prediction scores for each column were generated. Title, content, abstract, and rank scores
were taken to be the inputs of the stacking ensemble model. The output column represented the output;
output = o if the news was false and output = 1 if it was true. Scikit Learn was used to stacked ensemble
applications. 9o % of the entire data were used for training and 1o % for testing. The stacking ensemble

yielded different results for different models.
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Table 7.3: Evaluation of Stacking Ensemble Input and Output Models

Classifier Test Result
Name Accuracy | Precision | Recall | fr-Score | AUC
KNN 0.82 0.87 0.93 0.90 0.78
Support Vector 0.84 0.84 1.0 0.91 0.82
Decision Tree 0.97 0.98 0.98 0.98 0.94
Stacked Ensemble 0.97 0.98 0.98 0.98 0.98

The performance of the stacked model was outstanding and the output is described in Table 7.3. The
accuracy, precision, recall, F1 score, and AUC (Area Under The Curve) score of each input classifiers and
the output stacked ensemble model corroborated the quality of performance. AUC score represents a
value, ranges between o and 1 to quantify the overall performance of the model. The input models were
performing differently as per Table 7.3. KNN (Accuracy = 0.82, Precision = 0.87, Recall = 0.93, f1-score =
0.90, AUC = 0.78), Support Vector (Accuracy = 0.84, Precision = 0.84, Recall = 1.0, f1-score = 0.91, AUC
=0.82), Decision Tree (Accuracy = 0.97, Precision = 0.98, Recall = 0.98, f1-score = 0.98, AUC = 0.94) are
input classifiers. The SVM exhibited the weakest performance and the decision tree classifier exhibited the
strongest performance among all input models. After stacking, the meta-model performed better than the
other input models, with an output close to that of the input decision tree classifier. The stacking model
exhibited accuracy = 0.97, precision = 0.98, recall = 0.98, and F1 score = 0.98. These values were identical
to those of the decision tree. However, the stacked model exhibited the highest AUC score (0.98).

This indicates that the proposed stacked model exhibited the highest true-positive rate. Fig7.s depicts the
ROC (Receiver Operating Characteristics) curves of all models, illustrating model performance at every

possible threshold by capturing the TPR vs. FPR relationship. Here,
* TPR = True-Positive Rate
* FPR = False Positive Rate
The ROC chart represents the curve of the true and false positive rates for different threshold values be-
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tween o and 1. A perfect classifier would have a curve that goes straight up the left side and straight across

the top. To plot the curve, it is necessary to calculate the variables for each threshold and plot them on a
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Figure 7.5: ROC Curve of Input and Output of Stacked Ensemble Model

plane. The curve represents the performance of the model. Here, the blue solid line represents the true-

positive rate, the black dotted line represents the threshold where, TPR = FPR. The model’s performance

is unsatisfactory if the blue solid line is closer to the black dotted line. As is evident from proximity of the

ROC curve to the axis in the figure, the stacking ensemble exhibits excellent performance.
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7.4 DiscussioN

Fake information is often spread on social media. Thus, the detection and removal of misleading and false
information from social media have become an urgent requirement. In this context, this study proposes
a hybrid system to detect false information on social media. We followed a two-step process. In the first
step, we attempted to understand the news data from different perspectives by implementing different
text-classification tasks, e.g., sentiment analysis, emotion analysis, hate speech detection, irony detection,
and grammatical analysis. The prediction scores were successfully calculated using different pre-trained
BERT models.

In the second step, the model was used to detect fake information by applying different ensemble algo-
rithms. The model exhibited excellent performance, with a high Fr score (0.98) and accuracy (0.97). The
final result exhibited the highest AUC score (0.98). The ROC curve indicated that the TPR rate was close
to one in this model, which corroborates the quality of performance of the proposed model. Multiple
experiments were performed before carefully choosing the final model—the selected combination yielded
the best results for detecting fake information on social media.

The proposed method can be used to detect fake information efficiently. Fig - 7.6 depicts an example of
result, where the proposed system accurately predicts news. In this example, there are two rows that are
correctly predicting false news. Due to this reason, the value of output column and prediction column is
o in both cases.

Another example is depicted in Fig - 7.7, where the first row contains false news, and the second row
contains true news. Due to this reason, the value of output column doesn’t match with the value of the
prediction column in the corresponding rows. That means the proposed system failed to make correct
predictions both times. Both examples had grammatically correct titles and abstracts. However, in both
cases, the content columns consist of incomplete sentences. That could be the reason for getting false
information online. We intend to improve our system’s performance in such cases in the future.

Proposed hybrid model, views different perspective of emotional status of a given news and its source as
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title

Italian Parliament Calls
For The Arrest of Bill
Gates

First volunteer in UK
coronavirus vaccine trial
has died

if we do a good job with the new vaccines the healthcare and reproductive health we can reduce the population by 10 15 sara cunial who is a member of the talian
parliament has delivered a controversial speed where she is calling for the arrest of bill gates her speech was recorded and the video was later loaded on youtube
and is making rounds on social platforms in her speech cunial denounced all the lies surrounding the plan to combat covid19 accused bill gates of genccide for bei

see more of ali hamideh on

content abstract
italian member of parliament sara cunial has
made a very serious call to have bill gates
arrested for crimes against humanity

facebook ali hamideh added a new photo

Figure 7.6: Example of successful prediction of fake news by proposed model

title

Dr Elisa Granato one of the first volunteers to
receive a potential COVID1S vaccine in the UK
has died

97

Says President Donald Trump tock more than a
month to allocate Congress emergency funding
1o tribes and only did so after tribes sued

167

content

os state government has announced the closure of the eti osa isolation center in the state the state governor babajide sanwa olu
announced this during the 17th update on the management of coronavirus in the state nan reports according to the governor some of
the isolation centres now have less than 20 per cent of accupancy he also stated that the agidingbi isolation centre would also be
closed and patients relocated to a large capacity centre indo centre in the anthony area which wou

with the navajo nation leading the nation in the per capita covid19 infection rate joe biden is pledging to increase funding to indian
health services in a written statement first shared with the arizona republic biden the demooratic presidential candidate and a former
vice president criticized president donald trump and his administration for delaying the first installment of coronavirus financial aid to

native americans who sued the administration to block it from giving some of the mo

abstract

first volunteer in uk coronavirus vaccine trial has died
elisa granato the first volunteer who availed herself in
oxford for a jab in the first europe

joe biden said he would uphold tripal sovereignty and
would ensure that the views and voices of native
americans are heard if he is elected president

Figure 7.7: Example of fake news predicted incorrectly by the system

output prediction

0 0

output prediction

a crucial component for comprehending and validating the model. Ranking news sources is important

to take into account because the media can also spread biased information. It is a common practice to

broadcast news while partially omitting certain details. By rating the reliability of news sources, rank score

played a significant role in making our model unique. Despite having a slightly lower f1-score than some

other models currently in use, our model is effective because it takes an important parameter into account

when determining the outcome.
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Implementation of BERT and boosting

algorithm in a Resourceful Language

False information can proliferate and cause significant issues on social media platforms. To minimize the
harm caused by false information, understanding its sensitivity and content is essential. This research an-
alyzes the characteristics of human expression and, based on the results, successfully detects fake news by
implementing different machine learning models. To identify false information on the Internet, we pro-

pose another type of ensemble model based on transformers. First, various text classification tasks were
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conducted to understand the contents of false and true news about COVID-19. The proposed hybrid en-
semble learning model utilizes these results. This hybrid model uses a voting regressor and boosting algo-
rithm 53. The results of our analysis were encouraging, demonstrating that the proposed system can iden-
tify false information on social media platforms. All the classification tasks were validated and displayed
outstanding results. The final model exhibited excellent accuracy (0.99) and f1 score (0.99). The Receiver
Operating Characteristics (ROC) curve showed that the true-positive rate of the data in this model was
close to one, and the Area Under the Curve (AUC) score was very high at 0.99. Thus, it was demonstrated

that the proposed model effectively identified false information online.

8.1 METHODOLOGY

This section is the modified version of our previous model explained in Chapter 7. Just like the previous
model, the proposed model first analyzes the data using all the aforementioned text classification tasks ex-
plained in Chapter - 5. These tasks are essential to understand the characteristics and patterns of tweets
related to COVID-19. Utilizing pre-trained transformer models from Hugging Face, all classification tasks
were carried out. All news items were then rated according to how reliable their sources were. The en-
semble learning model was then updated with all of the results. In this part, the Voting Regressor model
received the prediction scores from each classification task as input. The boosting ensemble model then re-
ceived the output score of voting regressor and rank scores (explained in chapter-7), which predict whether
the news is true or false. Fig - 8.1 depicts the overall process’ architecture.

Fig-5.1 shows a representation of all the analysis performed on the title, content, and abstract. It illustrates
the pattern of information dissemination via social media during Covid-19. After training the data using

the aforementioned BERT models, the Final Score was calculated just like we did in the previous section.
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The second half of the experiment was dedicated to ensemble learning. We aimed to develop a stable model

that performs well using a supervised machine learning algorithm. However, under certain circumstances,

this requirement can be satisfied by multiple models. To address this problem, an ensemble learning model

was used to reduce overfitting and increase the model’s generalizability. Ensemble learning involves com-

bining several weakly supervised models to create a stronger and more complete supervised model. The

fundamental tenet of ensemble learning is that the other weak classifiers correct errors even if one weak

classifier makes an incorrect prediction. Therefore, ensemble-learning models are frequently used to com-

bine various fine-tuned models*. Two different types of ensemble models were used in this sections.

i) Voting Regressor

ii) Boosting Algorithm

* Voting Regressor

An ensemble machine-learning model called a voting ensemble (or majority voting ensemble) com-

bines predictions from various other models. This method can be applied to enhance the model
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performance, ideally producing results superior to those of any individual model used in the en-
semble. By combining the results from various models’ predictions, a voting ensemble operates.
This method can be applied to regression or classification. Calculating the average of the model
predictions is necessary for regressions. When classifying the data, the predictions of each label
were added, and the label with the most votes was predicted. This study used a Voting Ensemble
for the regression because the average of all input models must be calculated. The final score is
transmitted to the Boosting Ensemble Model. The Boosting model was the last one applied to our

data.

Boosting Algorithm

Boosting is another type of Ensemble Model. Developing a series of weak models generally in-
creases the prediction power”. Each model compensates for the shortcomings of its predecessors.
It employs a gradual learning process, an iterative method that aims to reduce the errors of previous
estimators. The entire process is sequential, and to make better predictions, each estimator relies
on the one before it*°. Extreme Gradient Boosting, also known as the XGBoost algorithm, is one
of the most widely used boosting techniques. The XGBoost algorithm was used to increase the
voting regressor s prediction score and determine the final output of the study. The prediction
score obtained from the voting regressor and the rank score served as the model” s inputs. This
entails the ranking and prediction scores of the title, content, and abstract. The result was a binary
score of either zero (false) or one. (true). After the completion of this study, the model was vali-

dated to determine how well the suggested model would perform.

The previous version of our suggested model uses the aforementioned classification tasks. These tasks were

implemented using the identical pre-trained huggingface BERT models. The outcome of these classifica-

tion tasks was the prediction scores. The final scores (achieved from label score and prediction score) were

transmitted to weighted average ensemble model as input. On the other hand, rank score was calculated

of the given news. Output of weighted ensemble score and rank score were fed into Stacking Ensemble
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classifier. The output of Stacked model successfully distinguishes between true and false news. Output o
denotes fake news and output 1 denotes true news. In our previous system, the classification tasks were
not validated. However, in this study, those tasks are validated in Co-Aid dataset. We are implementing
voting regressor in the proposed model. In earlier studies, we implemented Weighted Average Ensemble
model. Previous research used Stacking Ensemble model and in this study we replaced stacked model with

XGboost model.

8.2 REsuLTS

This project was implemented using Python version 3.9 and the NVIDIA environment. The data was
cleaned in the beginning. Handling missing value was crucial, as abstract column Hugging Face Trans-
former models were used to analyze the title, content, and abstract columns. The transformer models
mentioned in chapter - 5, were used to calculate the prediction scores:

1) Sentiment Analysis: CardiffNLP-twitter-roBERTa-based-sentiment-latest '

2) Emotion Analysis: Bhadresh-Savani-distilbert-based-uncased-emotion+”

3) Hate Speech Detection: Hate-speech-CNER G-bert-base-uncased-hatexplain-rationale-two *°

4) Irony Detection: CardiffNLP-twitter-roberta-base-irony”

5) Grammatical Analysis: textattack-bert-base-uncased-CoLA 5°

The dataset was trained using the transformer models. The maximum length of the input data was set to
s12 for all the models. The default tokenizers from the pretrained models were used in this study. The
prediction scores collected from the classification tasks were applied in the second part of the proposed
model. All classification tasks were validated, and the accuracy, precision, recall, and f1 scores were cal-
culated. For validation purposes, 4500 data points were used for training, and 957 data points were used
for testing the entire dataset. There were three epochs=3, and the batch size = eight. Surprisingly, the
results are satisfactory. The prediction and rank scores were normalized using minimum - maximum fea-

ture scaling. Subsequently, a voting regressor ensemble model is applied to the title, content, and abstract
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columns. The continuous prediction scores for each column were generated as outputs. Subsequently,
the performance of the classification task was measured. Due to this purpose, accuracy, precision, recall,
and f1 scores were calculated. Table 5.1 clearly explains the performance measurements of all classifica-
tion tasks. The table successfully represented the accuracy, precision, recall and f1-score. The scores were
amazing almost everywhere. That means, the models provide perfect prediction in majority cases. This is
the end of text classification part.

In the next step, prediction scores will be transmitted to Ensemble Learning Part. In this part, the first
step was to apply Voting Regressor on Title, Content and Abstract. The prediction output needed to
be boosted as the result was not satisfactory. Title, content, abstract, and rank scores were taken as the
inputs of the XGBoost model. The goal of implementing XGBoost model was to achieve a final score
for the whole news including rank score and evaluate the final model. The output column represented
the output; output = o if the news was false and output = 1 if it was true. Scikit Learn was employed
on XGBoost model. 80% of the entire data were used for training and 20% for testing. Boosting model
performed surprisingly well. It successfully boosted the input score, which was the output of the Voting
Regressor.

According to fig - 8.2, the confusion matrix elaborated more about the prediction employed on the test
data set. Out of 1092 test samples, our model accurately predicted 893 true and 186 fake data. On the
other hand, 1o true data were predicted as fake and 3 fake data were predicted as true. This matrix proves
that the model was accurately predicting majority of the time. As a result, the Accuracy, Precision, Recall
and F1-Scores came out extremely well. The accuracy score = 0.98, precision = 1.0, recall = 0.99, f1-score =
0.98 and AUC score = 0.99 as mentioned in table 8.1. On the other hand, ROC AUC curve also provided

an excellent result. Fig 8.3 depicts the ROC Curve of XGBoost model.
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Figure 8.2: Confusion Matrix of Boosting Model

8.3 Discussion

Fake News has become a major issue due to the overwhelming amount of news floating around mankind.
Spreading fake news, caused an enormous amount of harm in our society. The proposed model is a small
initiative to control false and misleading information around us. The model was a two-step process, where
the initial step was to understand the insight of given information based on different perspectives of hu-
man behavior. The prediction scores were calculated successfully employing pre-trained BERT text clas-
sification models, e.g., sentiment analysis, emotion analysis, hate speech detection, irony detection, and
grammatical analysis. The model was used to identify fake information in the second step by employing
Voting Regressor followed by Boosting algorithms. The model performed admirably, displaying high ac-
curacy and F1 score of (0.99) in both cases. The final outcome showed the highest AUC rating (0.99).
The TPR rate in this model was close to one, according to the ROC curve, which supports the proposed
model’s quality of performance. Before carefully selecting the final model, several experiments were run;
the selected combination produced the best outcomes for detecting false information on social media. Cal-
culating the variables for each threshold and plotting them on a plane is required in order to draw the ROC

curve. The model’s performance is displayed by this ROC curve. Here, the true-positive rate is represented
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Figure 8.3: ROC Curve of Boosting Model

by the blue line, while the false-positive rate is represented by the black line. The ROC curve’s close prox-

imity to the axis in the figure depicts how well the stacking ensemble performs. This study presents an

Table 8.1: Evaluation of Boosting Model

Model Test Result
Name | Accuracy | Precision | Recall | fr-Score | AUC
XGboost 0.99 1.0 0.99 0.99 0.99

excellent model capable of accurately identifying fake news. However, it only addresses two categories of
news: fake and legitimate. Implementing the proposed model on a dataset divided into more than two cat-
egories-true, partially true, fake, and partially fake-will be beneficial for obtaining a better understanding.
Another issue was the accuracy score and f1-Score of the Hate Speech analysis. In addition to Hate speech
analysis, all these models had higher accuracy rates and also f1-score. These issues should be addressed in
future studies. Another shortcoming is that this study was implemented only on the Co-Aid dataset. Ap-

plying this model to a different dataset can help verify its efficacy. This model can only detect fake online
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news. We did not consider tracking news propagation or verifying source authenticity. Monitoring the
propagation of fake news can help identify the source of the news. This issue will be addressed in future
studies.

This model is only capable of detecting fake news online. We didn’t consider tracking the news propaga-
tion and verify the source authenticity. Monitoring the propagation of fake news can be more helpful to
identify the source of the news. This part will be covered in our future research.

The comparison between the first model>* (chapter - 5) and the second model *5# is displayed in table
8.2. The later model is performing more effectively than rst model. The accuracy, precision, recall, f1-
score and AUC scores, all exhibit improved performance in this new model. The accuracy score was 0.97
in the original model and 0.99 in XGboost model. Precision is 1.0 in new model and 0.98 in older model.
Recall is also better in proposed model (0.99) than the the existing one (0.98). f1-score and AUC score is
also 0.99 in second model, wheres, those were 0.98 in the original model. This indicates that both models
are successfully able to detect fake news on social media. However, the second model is performing better

than the original one.

Table 8.2: Comparison between proposed models on Co-Aid Dataset

Test Result
Model | Accuracy | Precision | Recall | fr-Score | AUC
Model I 0.97 0.98 0.98 0.98 0.98
Model I 0.99 1.0 0.99 0.99 0.99
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BERT and Boosting Algorithm in Resource

Constraint Language

The successful identification of fraudulent information via social media is covered in Chapter 7 and 8.
Both chapters provide convincing evidence that the suggested models can successfully detect fraudulent
content online. However, the model is only applied on a compact dataset (about sooo data), which raises
certain concerns. It tends to be preferable to apply machine learning models on a relatively larger dataset

for validation purposes because outcomes vary depending on the size of the dataset. Co-Aid is an English
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dataset, which is the most widely spoken language and considered as a resourceful language. However,
English is not spoken by the majority of the population in the entire world. Therefore, it is crucial to
validate the model performance in a resource constraint language. These factors led to current model’s
deployment on resource-constrained bangla language.

The proposed models have demonstrated success in identifying false data within a well-resourced En-
glish language dataset. To assess the credibility of our model, it is crucial to validate its performance on a
larger and more diverse dataset. Consequently, we verified the new methodology using the BanFakeNews
dataset, written in Bangla, a low-resource language. The choice of the Bangla dataset aims to showcase the
model’s ability to effectively operate across different languages, highlighting its robustness and excellent
performance in diverse linguistic environments.

Numerous research endeavors are currently addressing the challenge of combating fake news globally. Re-
searchers are committed to safeguarding online communities from the repercussions of misleading infor-
mation. Notably, a majority of these studies focus on languages with abundant resources. However, ad-
dressing the issue becomes notably complex for languages with limited resources. Low-resource languages
lack sufficient research, emphasizing the importance of tackling challenges specific to these languages. As
a result, choosing the Bangla dataset acts as an additional validation procedure for our model, illustrating
its proficiency in overcoming the distinct challenges associated with low-resource languages.

Bangla is the seventh most spoken language in the world. Approximately 234 million people speak Bangla
as their first language and 39 million people speak it as second language*. Over 4% of the world population
speak in this language(’. It is considered as a low resource language due to inadequate amount of research
work in bangla language. It is preferable to utilize the model indicated in chapter 8, because it performs

somewhat better than the prior model.
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9.1 METHODOLOGY

Many studies was conducted to detect fake online news, and reports on their findings were mainly written
in English. However, this scenario is different for resource-constrained languages. Studies on identify-
ing fake news in Bangla have not been conducted extensively. The aim of this chapter is to implement a
successful model that can accurately identify false information in Bangla. This chapter discusses the im-
plementation of a hybrid BERT and boosting model on the BanFakeNews dataset. The proposed model
was implemented previously +33, which was explained in chapter-8. The study implemented this model
on a resourceful English-language dataset, Co-Aid. The voting regressor model received the prediction
scores from each classification task as the input. The boosting ensemble model then received the output
score of the voting regressor and the ranking score, which predicted whether the news was true. In this
chapter, we will implement this existing model (as chapter-8) on BanFakeNews dataset. The original study
was influenced by TweetEval framework . Figure 9.1 shows the overall architecture of the whole process.
Major difference is in the input classifier tasks. BERT models, implemented in Co-Aid dataset are totally
different from the models used in this new experiment. Following BERT models are implemented on
BanFakeNews Dataset:

i) Sentiment Analysis: “kaosar/banglabert-sentiment”

ii) Emotion Analysis: “avishek-o18/bn-emotion-temox”

iif) Hate Speech Detection: “kaosar/bert-base-multilingual-cased-VITD”

iv) Irony Detection: “raquiba/sarcasm-detection-BenSARC”

v) Grammatical Analysis: “ai4bharat/indic-bert”

The postprocessing tasks were performed after training the data using the BERT models mentioned above.
The first step was to determine the performance of the models. Therefore, it was crucial to validate all
these models. As part of the evaluation process, the accuracy, precision, recall, and f1-scores were calcu-
lated. The final prediction scores of these models comprised a label and a score; for example, the sentiment

analysis yielded positive/negative/neutral labels and their corresponding scores. These two datasets were
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Figure 9.1: Model Architecture

subsequently combined to yield the following final scores:

Final Score = Prediction Score + Label Score

On a scale of o to 1, the label score represents the frequency of labels in all data. For example, in the sen-
timent analysis title, negative data comprised 24% of the total data, with a label score of 0.24. In contrast,
positive data comprised 2% of the total data, yielding a label score of 0.02, whereas neutral data comprised
74% of the total data, with a label score of 0.74. Based on the above formula, the final scores would be
0.68,0.31, and 0.75 if neutral news has a prediction score of 0.75. Similarly, if a piece of positive news has
a prediction score of 0.5 and a label score of 0.02, its final score would be 0.5 + 0.02 = 0.52. Label scores
were calculated for all five text-classification tasks. List of all the label scores are displayed in table 9.1.

All classification tasks were completed using pretrained transformer models of Hugging Face. The ensem-
ble learning model was updated based on all the results. The voting regressor model received the prediction
scores from each classification task as the input. Next, the output of the voting regressor was transmitted
to the ensemble learning model as an input. All the news items were rated based on the reliability of their
sources. Finally, the boosting model received the output score of the voting regressor and the rank scores,

which predicted whether the news was true. Figure - 8.1 shows the overall process architecture, and Figure
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- 6.1 shows a representation of all the analyses performed on the news titles and articles. This illustrates
the patterns of information dissemination in various Bangla newspapers. After training the data using the

BERT models, the final score was calculated. Accuracy scores of the model is transmitted to voting regres-

Table 9.1: List of Label Score(BanFakeNews Dataset)

Label Score

Task Name Expression Title | Content
Sentiment Analysis Negative 0.52 0.27
Positive 0.42 0.67
Neutral 0.06 0.06
Emotion Analysis Anger 0.27 0.21
Fear 0.04 0.06
Joy 0.32 0.48
Sadness 0.22 0.20
Surprise 0.15 0.05
Hate Speech Detection | non-violence | 0.64 0.15
direct-violence | 0.06 0.03
passive-violence | o.30 0.82
Irony Speech Detection Irony 0.05 0.01
Non Irony 0.95 0.99
Grammatical Analysis Correct 0.10 0.10
Incorrect 0.0 0.0

sor. Output of voting regressor and rank scores are fed into Boosting model. Final result is the output
achieved from Boosting Model. Output of XGboost model successtully distinguishes between true and

false news items. Output o denotes fake news, and output 1 denotes true news.

9.2 RESULTS

This project was implemented using Python version 3.9 and NVIDIA environment. The proposed so-
lution was employed using PyTorch. The data were cleaned, and missing values were handled at the be-

ginning. Hugging-Face transformer models were used to analyze the title and content column data. The
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transformer models were used to calculate the prediction scores for the following.

i) Sentiment Analysis: “kaosar/banglabert-sentiment”

ii) Emotion Analysis: “avishek-o18/bn-emotion-temox”

iii) Hate Speech Detection: “kaosar/bert-base-multilingual-cased-VITD”

iv) Irony Detection: “raquiba/sarcasm-detection-BenSARC”

v) Grammatical Analysis: “ai4bharat/indic-bert”

Data was trained using the transformer models. The maximum length of the input data was set to 512
for all the tasks. Default tokenizers from the pretrained models were used in this study. Prediction scores
collected from the classification tasks were applied in the second part of the proposed model which is
discussed in this chapter. The prediction and ranking scores were normalized using minimum -maximum
feature scaling. Subsequently, the voting regressor ensemble model was applied to the titles and contents.
The continuous prediction scores for each column were generated as outputs.

Next, the prediction scores were transmitted to the ensemble learning part. The first step was to apply the
voting regressor on the title and content columns. The prediction output required boosting because the
results were unsatisfactory. The titles, contents, and ranking scores were used as inputs for the XGBoost
model. The reason for implementing the XGBoost model was to achieve a final score for all news items,
including the ranking score, and to evaluate the final model. The output column represented the output:
the output is o if the news are false and 1 if they are true. SciKit Learn was employed in the XGBoost
model. For the training and testing, 80% of the entire data was used for training, and 20% was used for
testing. Surprisingly, the boosting model performed satisfactorily. This successfully boosted the input
score, which was the output of the voting regressor.

As shown in Figure - 9.2, the confusion matrix elaborated more on the prediction employed in the test
dataset. Out of 9996 test samples, our model accurately predicted 9712 true and 4o fake data. In contrast,
32 true data points were predicted to be fake, and 212 fake data points were predicted to be true. In this
case, the false positive rate was high because an imbalanced dataset was used. This matrix confirmed that

the model made accurate predictions most of the time. The accuracy (0.98), precision (0.98), recall (0.99),
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and f1-scores (0.99) were excellent according to table 9.2. The area under the curve (AUC) score (0.92)
also indicated an impressive outcome 8.2 on BanFakeNews data. Moreover, the receiver operating char-
acteristic (ROC) AUC curve showed excellent results. Figure 9.2 shows the ROC curve for the XGBoost

model.
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Figure 9.2: a) Confusion Matrix and b) ROC Curve of proposed model for BanFakeNews dataset
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Table 9.2: Final output of BanFakeNews dataset

Model accuracy | precision | recall | fr-Score | AUC
BanFakeNews Dataset 0.98 0.98 0.99 0.99 0.92

9.3 DiscussioN

Fake news have become a major issue owing to the overwhelming amount of news floating around mankind.
The spread of fake news has caused enormous harm to society. The proposed model is an initiative to
help control the spread of false and misleading information. The model represents a two-step process, in
which the initial step is to understand the given information based on different perspectives of human
behavior. Prediction scores were successfully calculated by employing pretrained BERT text-classification
models, such as sentiment analysis, emotion analysis, hate speech detection, irony detection, and gram-
matical analysis. The model was applied to identify fake information in the second step by employing a
voting regressor, followed by boosting algorithms. The model performed satisfactorily, exhibiting a high
accuracy (0.98) and f1-score of (0.99). The final outcome had the highest AUC rating (0.92). The TPR
rate in this model was close to 1, according to the ROC curve, which supports the quality of performance

of the proposed model.
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10

Conclusion and Future Work

10.1 DISCUSSION

Numerous studies exist in the domain of fake news, with machine learning models being widely employed
to address these challenges. Notably, deep learning models, including neural networks and transformer
models, have gained considerable popularity. Nonetheless, our model adopts a distinctive approach com-

pared to others. The primary objective of our study is following:

* Build a model to detect fake news by analyzing the following characteristics of a news:
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i) Emotional perspective of the writer

ii) Authenticity of the source

* Prove the robustness of our model by validating it on a different linguistic environment

i) Select a low-resource language where even a small contribution can yield substantial effects.

Various deep learning models are available for the automated detection of misinformation. However, the
methodology employed in their research significantly differs from our model. As an illustration, in the
CoAID-DEEP model, the authors introduce a system categorized into two main segments'. This study
presents an upgraded deep neural network model for identifying false news, utilizing Modified-LSTM and
Modified GRU as deep learning techniques. The model undergoes a comparative analysis with six exist-
ing machine learning models, including decision tree (DT), logistic regression (LR ), K-nearest neighbor
(KNN), random forest (RF), support vector machine (SVM), and Naive Bayes (NB).

An additional model, known as the CoVerifi model*’, introduces a web application that integrates ma-
chine learning and human feedback for the assessment of news credibility. By incorporating a unique
feature enabling users to “vote” on news content, CoVerifi facilitates the generation of open-source la-
beled data, a valuable resource for ongoing research aimed at mitigating the spread of COVID-19-related
misinformation.

In a separate investigation, various models, including CNN with only textual representation features
(Word Embedding), BILSTM with only textual representation features (Word Embedding), Hierarchi-
cal Propagation Networks (HPN) with propagation Network features, and Machine Learning algorithms
in conjunction with LIWC features, were implemented on the CoAID dataset'?. Among these combina-
tions, the CNN with textual representation features (Word Embedding) exhibited superior performance
compared to others.

Another model, the GAN-BERT model, has been applied to the BanFakeNews dataset '#. The objective
is to develop a model optimized for efficient performance with limited labeled data. While basic machine

learning models are proficient in language categorization, they typically demand a substantial amount of
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annotated data. Consequently, the authors introduce this model tailored for Bengali text classification,
serving as an adapted version of BERT. The experimentation involved two distinct datasets—one for hate
speech and the other for fake news. In the comparison of GAN-BERT and traditional BERT models on
Bengali datasets, GAN-BERT demonstrated satisfactory results, even with a constrained amount of data.
Additionally, the model showcased improved accuracy with an augmentation in the number of training
samples. A comparative analysis with traditional Bangla-BERT highlighted their performance with a lim-
ited number of labeled data points.

In adifferentapproach, an ensemble model incorporating the pre-trained word embedding method, GloVe,
was introduced for Bengali fake news detection**. This study advocates for a fusion of CNN and GRU.
The model’s performance was assessed on the established Bengali dataset, "BanFakeNews,” and an English
dataset named “Fake News” using natural language processing (NLP) applications. The proposed model
was subsequently compared with a CNN and LSTM ensemble model, employing a methodology akin to
the proposed CNN and GRU model.

In contrast, our model introduces an approach that processes input data and assesses the emotional context
of news using various text classification techniques. It analyzes input data based on emotional aspects such
as sentiment, emotion, hate, irony, and grammatical perspective. Additionally, it validates information
authenticity by ranking its source. Ultimately, the model yields an output capable of effectively detecting
misinformation in high-resource datasets. Moreover, we have ensured the robustness of our model by
implementing it in diverse linguistic environments. We deliberately choose to employ our model on low-
resource language where existing research is limited, where even a small contribution may have significant

impact.

10.2 CONCLUSION

Proposed research presented multiple ways to detect falsified information in social media. Primary goal of

this research is to analyze characteristics of human behavior and based on the results, successfully identify
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fraudulent news by implementing machine learning models. To pursue this process, Covid-19 related data
was chosen, and collected from Twitter. In first step, we attempted to understand news data from different
perspectives by implementing different text-classification tasks, e.g., sentiment analysis, emotion analysis,
hate speech detection, irony detection, and grammatical analysis. Prediction scores were successfully cal-
culated using different pre-trained BERT models. All the BERT models were evaluated successfully. Text
classification tasks represented excellent scores of accuracy, precision, recall, and f-1 scores. The scores
were greater than 0.98 in the majority cases.

The performance of our model is excellent. Each of the text classification tasks are displaying good results
individually. However, the concern lies when we send the prediction scores of all text classification tasks to
the next part, that means weighted ensemble model/ hard voting model. Each of the text classification tasks
played a significant role to achieve the final output of the weighted ensemble model. For a particular news,
all the input classification tasks don’t perform equally. Due to this reason, choosing an appropriate weight
is crucial. It was a bit difficult to choose the weight for this part. After applying different weights, finally we
decided to use the following weight inside weighted ensemble model: Weight = Average prediction score
achieved from each text classification tasks

Table 10.1 represents the weights of various text classification tasks for title, content and also abstract in
Co-Aid dataset. It clearly displays different weights used in weighted ensemble models. If we observe
grammatical analysis, we may notice that title (0.81), content (0.81) and abstract (0.79). Irony analysis is
also showing the highest score for content (0.81), butstill grammatical analysis is showing the highest score
overall; which is very impressive. On the other hand, scores for hate speech analysis are poor. Especially
for content (0.5 1) and abstract (0.5 5). Though in this case, the weight of title (0.57) is slightly better then
the title of emotion analysis (0.5 5). But still, overall it’s not that impressive like grammatical analysis. The
output of the weighted ensemble model actually varies based on the chosen weight. The output of this
model is the input of our stacking ensemble model. That means these weights are directly impacting our
final output. For testing purposes, we employed ensembles for different combinations of input scores

achieved from text classification tasks. The output of various ensemble models are displayed below in
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Table 10.1: Ensemble weights of each classification task

Task Name Title | Content | Abstract
Sentiment Analysis 0.75 0.77 0.75
Emotion Analysis 0.55 0.56 0.56
Hate Speech Detection | o.57 0.51 0.55
Irony Speech Detection | 0.74 0.81 0.58
Grammatical Analysis | 0.81 0.81 0.79

table 10.2. Here, method-1 (Weighted Average Ensemble model) is showing the results for title (0.70),
content (0.72) and abstract (0.66) are showing average performance. For method-2, weight = maximum
input score among all five text classification tasks for a specific news. In this case, the final scores are: for

title (0.7), content (0.63) and abstract (0.65). On the other hand, method-3 is displaying the results of a

Table 10.2: Weight Calculation for Co-Aid dataset

Conditions Title | Content | Abstract

Method-1 | Output score of weighted average ensemble model | o.70 0.72 0.66
(weight=average of all the input scores
for title, content and abstract)

Method-2 | Output score of weighted average ensemble model | o.70 0.63 0.65
(weight= maximum of all the input scores
among all five text classification task)

Method-3 Output Score of Hard Ensemble Model 0.70 0.63 0.65
(When input prediction score = mean value
of five text classification tasks)

hard voting regressor. For a hard voting regressor, no need to assign any weight. Voting Regressor takes
prediction scores of all five input text classification tasks and calculates the average prediction score, then
finally assigns this score as the output score of the voting regressor (Method-3). The best score, achieved
for method-2 and 3 in this part.

Table 10.3 provides the information regarding weight calculation and input prediction scores of weighted/
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average ensemble model for BanFakeNews dataset. Here, we can see that we achieved the highest output

score, for method-2 and method-3, where title = 0.76 and content = 0.86. Next step is to implement

Table 10.3: Weight Calculation for BanFakeNews dataset

Conditions Title | Content
Method-1 | Output score of weighted average ensemble model | o.79 0.88
(weight=average of all the input scores
for title and content)
Method-2 | Output score of weighted average ensemble model | 0.76 0.86
(weight= maximum of all the input scores

among all five text classification task)

Method-3 Output Score of Hard Ensemble Model 0.76 0.86

(When input prediction score = mean value
of five text classification tasks)

our 1st model, Weighted average ensemble along with stacking ensemble model. This model performed
excellently, achieving a high f1 score of 0.98 and accuracy of 0.97. The final outcome had the highest
AUC rating (0.98). The TPR rate in this model was close to one according to the ROC curve, which
supports the suggested model’s quality of performance. Before carefully selecting the final model, several
experiments were performed; the selected combination produced the greatest outcomes for identifying
fake content on social media.

In our latter model, Voting Regressor was implemented along with Boosting Algorithm. Voting Regressor
was applied to prediction scores achieved from all the text classification tasks, then Boosting Algorithm was
implemented. This model performed more effectively than the prior model. Accuracy, precision, recall,
f1-score, and AUC scores, all exhibited improved performance in this new model. This model is also
implemented on Co-Aid dataset. The accuracy score was 0.97 in previous model and 0.99 in XGboost
model. f1-scoreand AUC scoreis also 0.99 in the proposed model, whereas, those were 0.98 in the previous
model. The results of both models are excellent. That means both of them are performing at their best.

Though, the modified version outperforms the prior model overall.
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Proposed model is working well in a small, Co-Aid dataset. However, the model needs to be verified in a
larger dataset. Due to this reason, updated model was validated by implementing it on a more diversified
and significantly larger dataset. Co-Aid isa small dataset, that contains only covid-19 related data. Machine
learning models frequently produce inaccurate outcomes on smaller datasets. Due to this issue, applying
this framework to more data is more effective. Additionally, Co-Aid consist of information written in most
popular English language. Application of this model on a low resource language can be extremely helpful.
Furthermore, co-aid contains only covid-19 related data, applying our framework to more generalized
dataset can be more helpful.

Modified method is therefore tested on a comparatively larger, more diversified, low resource, bangla lan-
guage dataset (BanFakeNews). It contains bangla news of various categories. Excellent results are exhibited
by this updated hybrid model on BanFakeNews data. In this case, accuracy, precision, recall, f1-scores are
0.98,0.98, 0.99 and 0.99. Though, AUC score is slightly less, which is 0.92 but still it can be considered
as a good score.

We compared our results with some existing models. Table 10.4 and 10.5 represents the comparison be-
tween our model and and other existing models for high and low resource languages. Table 10.4 displays
the results of our proposed models and other existing models. CNN (Word Embedding) model has only
f1-score (0.953) and AUC score (0.973). Domain Embedding Learning model, shows very good scores
for accuracy (0.97), precision (0.876), recall (0.863), f1-score (0.869). On the other hand, CoAID-DEEP
model also displays excellent accuracy (0.96), precision (0.94), recall (0.96), f1-score (0.95). However, both
of our models are performing better then these existing models. Model-I displays an excellent performance
with higher accuracy (0.97), precision (0.98), recall (0.98), f1-score (0.98) and AUC score (0.98). On the
other hand, our latest model provides the highest accuracy (0.99), precision (1.0), recall (0.99), f1-score
(0.99) and AUC score (0.99).

Upon closer analysis, it becomes evident that the performance is gradually improving. Here, CoAID-
DEEP model* outperforms the Domain Embedding model. Furthermore, our first model demonstrates

a slight improvement over the CoAID-DEEP model. Ultimately, our second model surpasses the perfor-
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mance of the first model. This implies that our models exhibit promising outcomes. Moreover, the latest

model (Model IT) consistently outperforms our initial model (Model I) and other existing models. On the

Table 10.4: Comparison: proposed model and existing models on Resourceful Language Data (CoAid dataset)

Classifier Test Result
Name Accuracy | Precision | Recall | fr-Score | AUC
CNN (Word Embedding) *? N/A N/A N/A 0.953 | 0.973
Domain Embedding Learning*° 0.97 0.876 0.863 0.869 N/A
CoAID-DEEP" 0.96 0.94 0.96 0.95 N/A
Proposed Model-I°* 0.97 0.98 0.98 0.98 0.98
Proposed Model-II°+%3 0.99 1.0 0.99 0.99 0.99

other hand, table 10.5 represents the result comparison between our latest model (Model-IT) and other ex-
isting models for low resource bangla language. Total four models are displayed in this table. All of them
were applied on BanFakeNews dataset. This table represents GAN-BERT model '4; where, accuracy =
0.75, precision = 0.739, recall = 0.75 4, f1-score = 0.734. 2nd model is CNN+GRU model**, accuracy =
0.98, precision = 0.94, recall = 0.79, f1-score = 0.85, AUC=0.79. On the other hand, our model shows the
following results: accuracy = 0.98, precision = 0.98, recall = 0.99, f1-score = 0.99 and AUC score = 0.92.
Upon careful examination, it is evident that the performance of the combined CNN and GRU model
surpasses that of the GAN-BERT model. Its accuracy, precision, and recall metrics significantly outshine
those of the GAN-BERT model. Furthermore, the proposed model exhibits superior performance com-
pared to the CNN+GRU model. Although our model shares the same accuracy (0.98) as the CNN+GRU
model, its overall results surpass those models. Notably, our model demonstrates significantly improved
recall and F1-score compared to the other models. Additionally, the AUC score of the proposed model is
notably higher than that of the CNN+GRU model. In summary, our model excels over all these models
in the context of the low-resource Bangla language.

While our model demonstrates strong performance in both low-resource and high-resource languages,

there is room for improvement, particularly in the case of low-resource languages. Currently, the model
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Table 10.5: Comparison: proposed model (on BanFakeNews dataset) and existing models on Resource Constraint Language

Classifier Test Result
Name Accuracy | Precision | Recall | fr-Score | AUC
GAN-BERT Model *# 0.75 0.739 0.754 0.734 N/A
CNN+GRU Model** 0.98 0.94 0.79 0.85 0.79
Proposed Model-IT 0.98 0.98 0.99 0.99 0.92

exhibits excellent metrics, including accuracy (0.98), precision (0.98), recall (0.99), F1-score (0.99), and
AUC scores (0.94). However, further analysis in future could lead to enhancements in accuracy, precision,
F1-score and AUC scores. In particular, the AUC score is notably lower than the other scores achieved for

low-resource language. So, AUC score can be improved in future.

10.3 LiMITATION AND FUTURE WORK

Proposed models are working pretty well in majority cases. All of them are successfully able to detect
true news. As per the confusion matrix in Fig. 10.1, both models are able to successfully detect true and
fraudulent information in the Co-Aid dataset. However, the problem happens while detecting falsified
information in the BanFakeNews dataset. Proposed model is successfully able to detect true news from the
BanFakeNews dataset. But the performance of detecting fake information can not fulfill our expectations.
In this case, following are the results for test data:

Number of True Positive News = 9712 Number of True Negative News = 40 Number of False Positive
News = 212 Number of False Negative News = 32

Here, total number of news in test data = 9996. Among them, the model successfully detected 9712
positive news and 40 negative news. On the other hand, the proposed model was not successful to detect
212 negative news and 32 positive news. That means, our model is not performing as per our expectation
while detecting false news. There is a valid reason behind this problem. The BanFakeNews dataset consists

of highly imbalanced data. In an ideal dataset, the minority class may consist of 20%-40% data. In an
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extremely imbalanced dataset, the minority class may contain <1% of data. The Co-Aid dataset consist of

8000

6000

True label

400

Tue label

300
200 2000

100

Predicted label Predicted label

Figure 10.1: Confusion Matrix of a) Model Il (Co-Aid) and b) Model Il (BanFakeNews)

4532 real data and 925 false data. That means almost 20% of the data are false and the rest of them are true.
That means this dataset is a moderately balanced dataset. On the other hand, the BanFakeNews dataset
consists of 1300 false data and almost 49000 true data. That means, <2% data are false in the BanFakeNews
dataset, which makes the dataset extremely imbalanced. One of the major problems of highly imbalanced
data is that, here machine learning models can’ t accurately predict minority classes. Due to this reason,
the proposed model is successful enough to identify true information. However, it could not perform
as per our expectation, while detecting false information. Fig-1 represents the confusion matrix of both
Co-Aid and BanFakeNews dataset. This issue can be resolved in our future research.

News media and social platforms are commonly employed to disseminate deceptive information, realizing
the urgent need to identify inaccurate and misleading content. The proposed study introduces remarkable
models capable of discerning fraudulent information with exceptional accuracy. While the primary analy-
sis of this research provides a multifaceted view of input data, there are still notable gaps. For instance, the
model lacks the capability for emoji detection, meaning it cannot handle news containing emojis. Addi-
tionally, the analysis task is confined to only text data, excluding the detection of fake images or deep fake

videos, constituting a limitation in the study.
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Furthermore, the proposed model focuses exclusively on two categories of news—fraudulent and legiti-
mate—which is another limitation of this study. To achieve a more profound understanding, it would be
beneficial to apply the suggested model to a dataset with multiple categories, including real, partially true,
fake, partially fake, etc. Both of our models applied on Co-Aid dataset, which is a collection of news article
shared by users of social medias, such as twitter and facebook. This study did not consider the comments
made by other users for any particular post. Considering the comments of users could help to evaluate the
news more accurately. This task can be done in future research.

Input text classification tasks were validated only for Co-Aid dataset. Validation task was not performed
on input models for BanFakeNews dataset. This issue can be resolved in our future work. Accuracy and
F1-Score of Hate Speech Analysis on Co-Aid data is another problem that needs to resolve. All of these
models, with the exception of hate speech analysis, had greater accuracy rates and Fr scores. Future studies
can provide solutions to this issue. Suggested frameworks are only capable of detecting fake news online.
We didn’t consider tracking the news propagation and verifying the source authenticity. It can be more
beneficial to track the spread of false information to determine the news source using blockchain. In fu-
ture, monitoring news propagation system using blockchain can be developed to find out source of fake
news.

Medias are often biased nowadays and spread propaganda by publishing partial news in many cases. In last
two decades, mainstream media are playing an extremely biased role and assist to spread political agendas
globally in different crucial issues. In many cases, government controls mainstream media to spread their
political view and to create public opinion on their favor; which makes the role of media and also the
process of democracy, questionable. Unfortunately, very few research are available regarding this issue.
Finding out biasness of news and figuring out biased media names can be an extremely important research

in future.
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A.1 Co-AID DATASET

A.1.1  ExamprLE OF TRUE NEWS

title

content

abstract

Coronavirus Out-

break: Live Updates

Screen Time Doesn’
t Hurt Kids' Social
Skills, Study Finds

experts warn most states that are reopening still are
nt doing enough testing as more u.s. states start to
loosen stay at home orders experts warn that covid-
19 could come back if there s not enough testing.
according to the associated press a significant num-
ber of states that are reopening are still not meet-
ing key testing benchmarks suggested by harvards
global health institute. according to the institute and
the world health organization who there should be
enough testing done that the.

a new study finds an increase in screen time does nt
hurtkids social skills. getty images a new study found
that despite the time spent on smartphones todays
young people are as socially skilled as those of the pre-
vious generation. researchers compared teacher and
parent evaluations of kids who entered kindergarten
in 1998 years before facebook with children who did
so in 2010. even children within both groups who
experienced the heaviest exposure to screens showed

similar developme.

92

the new coronavirus disease outbreak
first identified in china has become a
pandemic. stay up to date with the lat-

est updates on covid-19.

new research found that school age
children in 2010 despite the time
spent on smartphones and social me-
dia are as socially skilled as those at the

same age in 1998 ..



Here’ s Exactly Where
We Are with Vaccines
and Treatments for

COVID-19

Here' s What Hap-
pens to the Body After
Contracting the New

Coronavirus

Why You Should Be
Skeptical of Early
Results of COVID-19

Drug

scientists around the world are working on a num-
ber of vaccines and treatments for covid-19. xinhua
zhang yuwei via getty images scientists around the
world are working on potential treatments and vac-
cines for the new coronavirus disease known as covid-
19. several companies are working on antiviral drugs
some of which are already in use against other illnesses
to treat people who already have covid-19. other com-
panies are working on vaccines that could be used as
a preventive measure aga.

coronaviruses cause respiratory illnesses so the lungs
are usually affected first. early include fever cough
and shortness of breath. these appear as soon as 2 days
or as long as 14 days after exposure to the virus. but
damage can also occur in other parts of the body espe-
cially during serious illness. all data and statistics are
based on publicly available data at the time of publi-
cation. some information may be out of date. visit
our coronavirus hub and follow our live updates pag.
medical experts are studying if remdesivir can help
people with covid-19. a leaked report on prelimi-
nary clinical trial results suggests that an experimental
drug may work against covid-19. but experts caution
against reading too much into this. the leaked report
is anecdotal meaning it ca nt be used to show whether
the drug is safe or effective. all data and statistics are
based on publicly available data at the time of publi-
cation. some information may be out of date. visit

our coronavi.
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scientists around the world are work-
ing on a number of vaccines and treat-

ments for covid-19 ..

heres what we know so far about how
covid-19 affects the different systems

in the body ..

with no approved treatment specific
for covid-19 and no vaccine against
the virus that causes it a new re-
port has raised hopes that a treatment
called remdesivir is just over the hori-
zon. but experts caution against read-

ing too much into this.



What Your Social Me-
dia Posts Say About
Your Stress Level

Right Now

Rural America Could
Be the Region Hardest
Hit by the COVID-19
Outbreak

your social media posts may say more about your
stress and anxiety levels than you think. getty images
the mental health of teenagers is most impacted by
the pandemic. increases in addiction and substance
use related content on social media may indicate that
the public is self medicating. tweets show more neg-
ative indicators and trends of mental health in states
that are more harshly impacted by covid-19. all data
and statistics are based on publicly available data at
the time of publicati.

experts say rural areas have older populations that
are less healthy and have fewer medical facilities than
urban and suburban regions. jeremy hogan echoes
wire barcroft media via getty images the covid-19 pan-
demic has already swept through cities and urban cen-
ters. now the illness appears to be building like an
infectious prairie fire in rural america as well as in
larger towns in the midwest. that was nt the case just
a month ago. many rural communities are nt seeing

anything. they re sim.
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here ’s how our social media posts re-
veal how we ’re psychologically and
emotionally handling situations like
the covid-19 pandemic without us re-

alizing it ..

experts say rural areas have older pop-
ulations that are less healthy and have
fewer medical facilities than urban

and suburban regions ..



Experts Warning:
Don’ t Use Off
Label ~ Medications
for COVID-19 Treat-

ment

an early study indicated an antimalarial drug might
be effective in treating covid-19 but experts say more
research is needed and people should nt use off la-
bel medications on their own. kay nietfeld picture al-
liance via getty images all data and statistics are based
on publicly available data at the time of publication.
some information may be out of date. visit our coro-
navirus hub and follow our live updates page for the
most recent information on the covid-19 outbreak.

when a study was publ.

a tweet by president trump height-
ened interest in an antimalarial drug as
a possible treatment for covid-19 but
experts say more research is needed
and people should not take this drug

on their own ..

95



A1.2

ExAMPLE OF FALSE NEWS

title

content

abstract

The origin of the

novel coronavirus was

““ . ”
manipulated” con-

tain coronaviruses and

““ . ”
masks can  reinfect
wearers.

Gates Foundation

stands to make nearly
£31.5 billion on a
coronavirus vaccine in
UK.

A video shows British
Prime Minister Boris
Johnson serving jour-
nalists tea after recov-
ering from COVID-
I9.

$3 trillion for federal
coronavirus stimulus
packages is “being
borrowed  basically
from China.”

Viral video reveals
there is a coronavirus

vaccine patent owned

by Bill Gates.

for full functionality of this site it is necessary to en-
able javascript. here are the instructions how to en-

able javascript in your web browser.

meone you love ... and that includes protecting your
energy from people and things that drain you physi-
cally mentally and emotionally. if you have nt already

its time to start treating yourself like so.

you must Iog in to continue ..

at 477 per vaccine multiplied by
65 million people in the uk the
bill melinda gates foundation are
on course to make just under

31,500,000,000 ....

kentucky senator rand paul reacts
to obamas office linking the biden
ukraine probe to a russian misinfor-

mation campaign ..

enjoy the videos and music you love
upload original content and share itall
with friends family and the world on

youtube ..



Bill Gates said that the
Catholic religion may
have to be suspended
forever because of

the COVID-19 pan-

demic.

Democratic congrass-
woman Ilhan Omar
tweeted that there
have been more deaths
due to COVID-19

than 9/11 and the

wars in Vietnam Iraq

and Afghanistan
combined
“For the World

Health Organization
the international
entity whose sole
responsibility it s
to alert the world of
global pandemics like

this to miss this is a

huge problem.”

ominously at 17:40 in this video bill gates implies that
the catholic religion will remain outlawed until all can
be certified to have received a vaccine if even then. he
is talking about suspending the mass for 18 months
or forever. and not only mass all professional sporting
events like football baseball soccer basketball hockey
etc. etc .. i know there has always been speculation
about bill gates name having the ascii value of 666 but

his comments above are more ridiculous they.

on fox across america with jimmy failla rep. brian
fitzpatrick r pa discussed the made in america bill he
and others in the problem solvers caucus are sup-
porting which includes ways to hold china and the
world health organization responsible for their roles
in spreading the covid-19 virus across the globe. i
think everybody ought to be angry and outraged at
what transpired. and included in this made in amer-
ica bill is a full audit of the world health organization.

on january 14th they.
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https://youtu.be/4x-kkqemmsq by
br. alexis bugnolo ominously at 17:40
in this video bill gates implies that the
catholic religion will remain outlawed
until all can be certified to have
received a vaccine if even then. he is
talking about suspending the mass for
18 months or forever. and not only

mass all professional sporting events.

on fox across america with jimmy failla
rep. brian fitzpatrick r pa discussed
the made in america bill he and oth-
ers in the problem solvers caucus are
supporting which includes ways to
hold china and the world health orga-
nization responsible for their roles in

spreading the covid-19 virus acro.



“Trump bailed out
Wall Street but not

Main Street.”

Models projecting
COVID-19  deaths
“are talking  about

without mitigation."

“Plandemic” vi-
gnette featuring
Judy Mikovits claims
that coronavirus is
manmade; that flu
vaccine increases risk
of COVID-19; that
hydroxychloroquine is
effective for treating

COVID-19.

on tuesday may s 2020 abc news world news tonight
anchor david muir interviewed president trump in
arizona. the following is a transcript of the interview
david muir mr. president we ve done a number of
these and we ’ve never had to sit 11 feet apart but
these are tough time. president trump its too bad ac-
tually. too bad. david muir but we appreciate you sit-
ting down with us. president trump thank you very
much. david muir i want to start with reopening the
country. i know th.

you must log in to continue ..
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donald trumps failed presidency has
left the nation weaker sicker and tee-
tering on the verge of a new great de-
pression. there s mourning in amer-
ica. twitt ....

the u.s. commander in chief spoke to
abc news david muir about the covid-
19 pandemic testing and reopening

the u.s.



Trump campaign
video suggesting
Trump’ s travel
restrictions on China
saved 2 million lives.
A post shared more
than 160000 times on
Facebook during the
novel coronavirus pan-
demic says Bill Gates
wants digital tattoos 7
to check who has been
tested and asks if it
would be “like holo-
caust victims have.”
The Centers for Dis-
ease and Prevention
has reduced the num-
ber of COVID-19
cases recorded in the
uU.S.

A photo shows Proud
Boys member Rob
Cantrall at a recent

Michigan protest.

see more of tom ray on facebook.

do you want to join facebook 2.

we ve detected that javascript is disabled in your

browser. would you like to proceed to legacy twitter.
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bill gates wants digital tattoos to check
who has been tested. you mean a
tattoo like holocaust victims have mr

gates.



““ .
There was no real why were the experts so off on covid-

scientific basis for be- 19. foxnews ingrahamangle fox news
lieving that” social dis- operates the fox news channel fnc fox
tancing would be nec- business network fbn fox news radio
essary “since it had fo...

never been studied.”
Regarding the risks of  on this face the nation broadcast moderated by mar-  on this quot;face the nationquot
coronavirus transmis-  garet brennan click here to browse full transcripts of ~ broadcast we sat down with illinois
sion on an airplane “It”  face the nation. margaret brennani’m margaretbren-  governor jb pritzker gilead sciences
s as safe as an environ-  nan in washington. and this week on face the nation  ceo daniel o#039;day and dr. scott
ment as you’ regoing moving on to may is proving to be even more chal-  gottlieb.
to find.” lenging as the emotional dilemma between personal

and economic well being intensifies. with restrictions

on americans and businesses across the country eas-

ing by the day the trump administration says there are

positive signs in th.
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title content
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