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Abstract

Due to the scarcity of the frequency spectrum and to overdbmstatic spectrum
access problems cognitive radio has been proposed. Dyrspaatrum access
and software defined radios are expected to play a main ralaprnoving the
performance of a cognitive radio system. One of the primaggKor realizing the
dynamic spectrum access is spectrum sensing. Spectrumgeas be achieved
by scanning and detecting the primary users’ existencednaigeted frequency
bands. We divide this thesis into two parts; one is the th@aleresearch of
spectrum sensing, while the other is an implementationgdaspectrum sensing
using a proposed SDR technology.

As for the theoretical part we aimed for mitigating the chelreffect on the de-
tection performance. Wireless channel fluctuates the pyisignal which makes
it even more difficult for the cognitive users to detect thenary users. We fo-
cused in solving this problem by utilizing the diversity sates using multiple
antennas at the cognitive user detector.

Furthermore, we consider the fact that in cognitive radiarenment cogni-
tive devices might suffer a low SNR problem which makes tls& &ven harder,
because we cannot estimate the channel. Studying the damandiversity
schemes and considering the mentioned constrains we @ogo® schemes
for blindly detecting the primary users’ signals with disgy combining. The
first combining scheme is based on the EGC idea of using anl ggumweights
for combining, while keeping in mind, not to use the chann&imation when
deciding the weights. A theoretically derived threshold bhaen proposed for
fixing the false alarm probability of this scheme. The secpraposed scheme
is based on the MRC weights, where it changes the amplitudelaske of the
weights corresponding to the eigenvectors of the receigdhbs covariance ma-
trix. Both schemes have been analyzed theoretically and ncefg. Simulation
results show the improvement added to the system’s detggéidormance using
the proposed schemes without knowing about the channelistatmation.

In the practical part of this research we utilize an impartamdidate for real-
izing software defined radio technology called GNU RadioaystAt the begin-
ning we build a communication system using GNU Radio devitégn we cre-
ate a spectrum sensor device as an implementation for theditsof this thesis.
We derived the sensitivity performance of this GNU Radio dewy two means.
Once by changing the number of samples used in detectiam, blgechanging the
SNR level of the received signal.
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Chapter 1

Introduction

Recently Wireless communication applications have beealdping rapidly. Most
of these applications, such as WLAN, WIMAX, LTE and so on, havied as-
signed spectrum bands. This create two main problems, dhe scarcity of the
frequency spectrum, and the other is the variation in teadpond geographical
insufficient utilization of the fixed spectrum bands. To @aene this problem
Cognitive Radio have been proposed as a solution by realizingrdic spectrum
access (DSA).

Spectrum sensing is crucial to achieve dynamic spectrumsada cognitive ra-
dio. Since it is important to sense a very low signal powesifad -100 dBm), we
had to find a robust method to achieve this sensitivity udiegavailable sensing
approaches.

Our main concern was to utilize multiple antennas signat@ssing schemes for
improving the sensing performance. Diversity schemes aeedd the best so-
lutions to overcome the fading channel using multi-anterithawever, to utilize
one of the multi-antenna processing schemes (as divensitggnitive radio en-
vironment we face the problem of estimating the channeé stdbrmation (CSI)
of the primary user’s signal. To prevail over this problem wse blind diversity
combining schemes.

Based on the two primary diversity combining schemes, EGOMIRE, we pro-
posed two combining schemes to be utilized in blind detaciwithout needed
knowledge about CSI. The first one is based on EGC, and is calkequantiza-
tion weights (QUAL) combining scheme. QUAL scheme resuitsinon fixed
Pr4, so we have to derive a new threshold to fix the /@al. The other one is the
EVD scheme, which is based on MRC. As the evaluation resultsiglw, these
two schemes have almost the same performance in low SNRegio

After we finish the blind detection part, we will demonstrat@ew technology
on wireless communication systems called GNU Radio. GNU Red#o soft-
ware defined radio (SDR) candidate for implementing cogatadio systems. It
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uses C++ and Python with the interpreter compiler SWIG to faterbetween the
software world and the hardware radio. Using GNU Radio wet bui systems.

One is a transceiver system with a lost packets recoverytibnadity. The other

is a cognitive radio sensor using energy blind detection.ewsduated both sys-
tems and demonstrate how they work in the result section.oAthe sensor, we
managed to evaluate the sensitivity and probability ofcteie of the GNU Radio

hardware device.

The rest of the paper is organized as follows. At first, in ¢bag we give a

fast overview about cognitive radio. Then chapter 3 showsontant Probability

Density Function (PDF) statistics. After that, in chaptevelexplain some basics
for spectrum sensing and detection theory. Chapter 5 is atioefess channels.
At the first part of this chapter we explain the wireless clesrproblems, while

in the second part some solutions for these problems arershiéivally, we get

to chapter 6 at which we explain and analyze the proposedrseheln chapter
7 the simulation results of the proposed schemes are showvdiscussed. The
practical part of the research about GNU Radio is explainethapter 8. In this

chapter we give an overview about GNU Radio hardware and acdtvwthen we

explain both of our systems, followed by the results. Finajppendix A shows

how to install GNU Radio in your PC.



Chapter 2

Cognitive Radio

Due to the scarcity of the frequency spectrum and the vanaif temporal and
geographical utilization of the spectrum, cognitive radave been proposed as a
key technology to overcome those impediments. A cognitaa system can be
defined as an intelligent wireless communication systermisheware of its envi-
ronment and uses some learning algorithms to learn fromutreuwnding radio
environment and adapts its parameters to adequate with gnie radio (CR)
systems still do not have a clear definition, or an exact fanst The mentioned
definition is one among many definitions of CR. For a simple CRetlage some
functions which can be extracted from the famous cognitjes fig.2.1.

e We will simply discuss about this figure, starting from thespum sens-
ing step. This is our research subject, Detecting unusepiémrcy bands
and spectrum holes which can be shared without harmfulferezce with
other users (spectrum holes are a primary user’s (PU) freydzands, how-
ever, at a particular time and specific geographic locatisese bands are
not being utilized). This function (Spectrum Sensing) canrbplemented
through many approaches as :

1. Transmitter Detection: is based on detecting the weakatsgof the
primary transmitters. In this paper we consider this kindletiection
to reach our goal.

2. Cooperative Detection: incorporates the informatiomfrmultiple
cognitive users (CU) to improve the PU detection performarides
kind of detection can be implemented using one of two tedgies.
Centralized and distributed cooperative detection. Theaidhge of
this type of detection is it’'s ability to overcome the hiddenminal

3
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Figure 2.1: Basic Cognitive Radio Cycle
and shadowing problems.

3. Interference Temperature Detection: accounts for timeutative RF
energy and sets a maximum level called Interference terperaDe-
pending on this level we decide whether to use the band or not.

4. Receiver Detection: detects the PU receiver instead oPthérans-
mitter. This type of detection needs infrastructure detscto be set.

o After explaining about spectrum sensing function we mowvhéospectrum
management functionality of CR. By utilizing this function a Clubsld be
able to capture the best available spectrum to meet thesusarimunica-
tion requirements.

e A CU should have a spectrum mobility functionality to be ablefaintain a
seamless communication requirements during the trandibidvetter spec-
trum hole.



Finally, the spectrum sharing step, which is necessary fodaystems to
provide the fair spectrum scheduling method among coeg<tiu users.

Moreover, a CU system should have the ability for orientaéind prioritiz-
ing by binding the observation to a previously known set diagatimuli.

It should also have methodologies for learning and planiomfthe previ-
ous experience to the future improvement of the system.

Finally, using all the previous parameters, CU system shbeldble to de-
cide, among the available candidates, and act, by inigatsparameters
based on its decision.

One of the main advantages of CR system is its reconfigurablitis ad-
vantage is based on using the SDR (Software Defined Radidpiptatn

CR system. In SDR system the radio”s physical layer behasiprimarily

defined using a software. Furthermore, it accepts fully rognable traffic
and control information, while at the same time it can chatgymitial con-

figuration to satisfy the user requirements. Not lastly, SiaRe the ability
to support a broad range of frequencies, air interfacesapptication soft-
ware. One of the hardware implementation for SDR system i8 &ddio
(USRP, Universal Software Radio Peripheral). In the last wrapf this
thesis we will discuss our two implemented projects usindJ3dhadio and
USRP.



Chapter 3

Important statistics Probability
Density Functions (PDFSs)

3.1 Introduction

As we have mentioned before, spectrum sensing is one of thediets to realize
dynamic spectrum access for cognitive radio. To achievepima@ed spectrum
sensing process, we have to intensely analyze the sensedrahthen adjust the
detector to achieve optimal detection. Therefore, in thspter we are going to
analyze, discuss a set of data distributions, which someeoivall known, while
the others might be not widely known distributions.

3.2 Gaussian distribution

Gaussian Random Distribution (also referred to as Normaitiloligion) is one
of the most important distributions in the probability tmeand detection theory.
Under some conditions, any random variable X consist of ggdestributed com-
ponents tends to have Gaussian distribution if the numbiés wériables becomes
large enough (also referred to as Central Limit Theorem).nidrenal probability
density function can be expressed as

pla) = <=5 explg 5o — P (3.2.1)

where, ;1 is the mean and@? is the variance of x. As in Fig.3.2.1, the normal
distribution can be characterized by its variance and mesaiXa~ N (u, 0?).
Therefore, if we knew: ando? of the normal distribution, we can analyze the
signal behavior. A specific case of a normal distribution wigeless communi-
cation system is AWGN (Additive White Gaussian Noise) whiclihaero mean
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and unity variance. When the mean is zero the moment of noristaibdition is
given by
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Figure 3.2.1: Basic Gaussian distribution

E(z") = { 1.34...(n—1)o" n even (3.2.2)

0 nodd °

The cumulative distribution function (CDF) fer A/(0,1) distribution is expressed
as

T 1,
O(x) = /OO mexp(—ét )dt. (3.2.3)

Since our concern is about detection theory (deciding tbbeaiility of false
alarm and mis detection), it is unavoidable to mention abiwitight tail distribu-
tion of a normal random variables. The Gaussian right tatirdiiution is defined
as (error probabilityfp(x) = 1 — ®(x), and can be expressed as

| 1,
Qz) = /m mexp(—?ﬁ )dt. (3.2.4)
It is known that Q function can be expressed in term of therdumction as
1 T
= —erfc(—). 3.25
Q) = ;erfo( ) (3.25)

Figure 3.2.2 shows the complementary of right tail probgbfor a Gaussian
distribution.
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Figure 3.2.2: Complementary of right-tail probability fasnmal distribution.

3.3 Chi-Square(Central)

The chi-square distribution straddles to both exponetia Gaussian distribu-
tions. Chi-square PDF hasdegrees of freedom, and is given by

A xi lexp(—Lix x>0
p(x) = { 25T p(=37) , (3.3.1)
0 z <0

where I'(.) is the Gamma function. The chi-square degrees of freedosidemred
to bev > 0. If we haveX = Y7  2?, wherez; ~ N(0,1) and thex;s are IID
among each other, then X follows the chi-square distrilnjtitenoted ag?. For
x> we have

E(z) =, (3.3.2)

var(x) = 2v. (3.3.3)

As for the probability of the right tail (for signal deteati@oncern) it can be found
in [7]. Itis important to notice that the distribution of tbatput of energy detector
follows chi-square distribution.



3.4 Chi-Square (Non Central)

In the previous sub section we considered the case where;sheomponents

of the chi-square are- A/(0,1). If the random variables;s do not have zero

mean, the output will be chi-square (Non Central), with nomticdity parameter

A =>Y"", puf. From Fig.3.4.1 we can notice that for a chi-square distidioy the

larger the number of the summegthe closer to the Gaussian distribution we are.

Non central chi-square denotedygs()), and its PDF is given by
p(e) = { é(@ug exp[—3(z + \)T3_1(Vad) i z 8 | (3.4.1)

wherel,(u) is the modified Bessel function of the first kind. The mean and va
ance of chi-square non central distribution is expressed as

E(z) = v+ A, (3.4.2)

var(x) = 2v + 4. (3.4.3)

As for the the right-tail probability of the non central cquare it can be
calculated using generalized Marcum Q-function as in [7].
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Figure 3.4.1: Chi-Square Non Central distribution with

3.5 Rayleigh Distribution

In wireless communication systems there are many channdelnid@o help us
emulating the wireless channels. Depending on the chantirek and frequency
characteristics the model changes. For example, if we denfrge scale fading
or small scale fading the channel model will be differentr simall scale fading
channels we can use one of four channels models dependingtbrtilme and
frequency characteristics (coherence time, coherenceiérey). Based on the
channel’s coherence frequency we have flat fading and Fregugelective fad-
ing. On the other hand, based on channel’s coherence timsssfg the channel
into fast and slow fading channels. Itis common in wirelegamunication to use
Rayleigh distribution to model the envelope of a fully scatemulti-path, with-
out direct ray received signal, which endure a flat fadinghcleh The Rayleigh
distribution PDF is given by

p(r) = { (%GXP(_WW)) T 8 , (3.5.1)

where, r is considered as a random variable givem by /22 + 22, o2 is the
variance for the random variables andx,. Rayleigh distribution has mean and
variance expressed by

10
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3.6 Generalized Extreme Value Distribution

In chapter 6 we are going to present our proposed schemeifat tétection.
One of these scheme based on choosing the maximum of multipfeches of
the receiving antennas after multiplying them by phase tsigrefer to chapter
6 for more details). The process of choosing the maximumdbraasults in a
distribution called extreme value distribution.

Definition:if a large number of independent random varialalee generated from
the same probability distribution, then we take their maxamvalues, the
resulting distribution of the maximized values is approxied as a gener-
alized extreme value (GEV) distribution.

The GEV was first introduced by Jenkinson (1955) and it hasethypes of dis-
tributions depending on the shape factor (which will beddtrce later on this
section). It is important to know cumulative distributiamttion (CDF) of GEV
because we are going to use it in our calculation of the tiodstor the false
alarm probability (one of the error probabilities in detenttheory, see chapter
4). The CDF of three types of GEV is given as [10]:

e Type 1, (Gumbel-type distribution), fgr= 0

F(z;p,0) = exp(—e”"71/), (3.6.1)

e Type 2, (Frechet-type distribution), fgr> 0

F,(z) =exp _<x ; M)_S <z < oo, (3.6.2)

o Type 3, (Weibull-type distribution), fof < 0

F,.(x) = exp —(M ; x)£ >z > —00, (3.6.3)

whereo andy are the standard deviation and the mean of the original rando
variables, and is a new parameter called the shape parameter and it candbe use
to model a wide range of tail behavior. The above three 8istions corresponds

to different tails distribution£ > 0 is for polynomially decreasing tail function.

¢ = 0is for exponentially decreasing tail function (Gaussials}taFinally, £ < 0

is for short limited tails. Our concern will be the case whenr- 0 (Gumbel
distribution), which follows the following PDF

el /e
g

px(r) =e — 00 < < 00. (3.6.4)

12



The mean and variance of the Gumbel distribution are given as
E(X)=u+ fo=pu+ 0577220, (3.6.5)

2

Var(X) = %0—2, (3.6.6)

where/ is Euler’s value.
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Chapter 4

Spectrum Sensing and Detection
Theory

4.1 Background of Detection Theory

In this subsection we introduce a general background abeudétection theory.
Starting from a general detection principles, followedg dptimal detector prin-
ciples with full knowledge about the signal parameters éeht detector). Then,
we introduce detection with unknown parameters (non cotieietector). Finally,

we show a comparison between the non coherent and cohetentide.

4.1.1 General Detection Principles

Figure 4.1.1 shows the principles of detection. To explhig tigure let us con-
sider the following equation

wn| Hy(signal is absent),=0,1,...,N — 1
A+w[n|  H(signalis existy, =0,1,..., N =1 °

For simplicity, In equation (4.1.1) we consider only a cam$tDC signal (A),
so the received signal x[n] has two hypotheses. The first thngsis isH,, for
x[n] = wn], where, w[n] is Additive White Gaussian Noise (AWGN). The sato
hypothesis ig{;, for z[n] = A + win|, where, A is the signal level. In a wireless
system A is varying, and is equivalent to hs[n], where h isRlagleigh channel
and s[n] is the transmitted symbols. In this case we condidigr hypotheses have
the Gaussian distribution. The evaluation process of acttetes done by using a
correct detection probability, an error detection probghor both of them.

As in Fig.4.1.1 there are 3 detection probabilities, oneasect probabil-
ity, and two are error probabilities. The correct one candleutated using the

4.1.1)

14



d Signal + Noise
(——————)

/N
/ \ P (x [N] D>ythres s HT)

p (X [n] <'Ythres ; HO)

Noise

\ False Alarm

L P INTyures: HO)

Misdetection

P (X [n] <'Ythres ; H1 ) ~

Threshold: “ythres

Figure 4.1.1: Principle of Detection theory

conditional PDFp(u(x) > vnres; Hi1), Where u(x) is the test statistic. Test statis-
tic changes from one detector to another, but in this exarbpéeequivalent to
u(z) = (1/N) 3N z[n], and follows Gaussian distribution. The detector de-
cide one of the two hypotheses according to the followingaéiqn

decide

> — signal existH
U[[L’] Ythres g 1

decide

. . : (4.1.2)
< Ynres —  Signal does not existy

According to Fig.4.1.1, the correct detection probabilty occurs if the test
statistic of the observed sample/s is larger than a certaeshold in the case
of H, (decide H; when H; is true). As for Type 1 error probability, it occurs
when the detector decidd,, but H, is true. That is, the probability that the
observed sample/s is larger than a certain threshold inatbe @fH, is true. Type
1 error probability is also called probability of false atefr 4. Moreover, Type 2
error probability occurs when the detector deckdig but H, is true. That is, the
probability that the observed sample/s is less than a cettteéshold in the case
of H; is true. Type 2 error probability is also called probabibfymiss detection
Pyp. As for Gaussian PDF thBx 4 for x[0] can be shown as in [7]

15



PFA = P[Hl . Hg]
= Pr([z[0] > Yinres; Hol
o 1 1 , (4.1.3)
= — exp(—=t?)dt
VYthres 27T 2
= Q(’ythres)

where, Q is the Gaussian right tail probability. The probgtof detection can be
calculated in the same way.

PD = P(Hl . H1)
- PT[I[O] > Ythres; Hl]

o 1 1
= — exp(—=(t — A)?H)dt’
/'Ythres 271— 2

- Q(/ythres - A)

There is a trade off betweeRr 4, and Py;p based on the chosen threshold
(Venres)- If we increase the threshol®r 4 will decrease and’,,;p will increase.
On the other hand, if we decrease the threshBlg, will decrease an®r 4 will
increase.

Using the mentioned probabilities we can evaluate the sygterformance. A
common evaluation method is to pl&%,p/Pp versus SNR. Another evaluating
method is to plotP,,;p/Pp versusPr, and it is called complementary/Receiver
Operating Characteristics (CROC/ROC).

(4.1.4)
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4.1.2 Optimal Detectors (NP)

Neyman-Pearson TheorenTo maximizePp, for a givenPr4 = « decideH; if
p(x; Ho)
where, the thresholg,,,.., can be found from

> Ythress (415)

PFA = / p([L’;Ho)dl‘ = Q, (416)
{@:L(@)>Yenres }

and L(x) is the likelihood ratio (liklihood of{; and liklihood ofH,). Equation

(4.1.5) referred to as likelihood ratio test (LRT). Lets Cdes equation (4.1.1),
underH;, X ~ N(0,0%I), while underHy, X ~ N (A1, 5%I). Then NP detector
decideH; if

N-1
(27‘('0';)]\7/2 exp[# Zn:() (x[n] - A)Q]
N-1
(2#0%)1\7/2 exp[# Zn:O (m[n])Q]

After taking logarithm and simplify the equation we have

> Vihres. 4.1.7)

=

0.2

A
[ ] NA lnﬁythres + 5 9 Pyghres (418)

1
N

gM

where, as we defined beforgéz) = (1/N) >V M- x[n] is the test statistic under
each hypothesis. Finally, by consideriRg, = Pr[u(x) > 7},,.s; Ho] @nd Pp =
Pr{u(x) > v,.s; H1], we have a relation ship betweély and Pr4 as

Pp=0Q \/ 02 /NQ (Ppa) — )

2/N
=Q (Q_l(PFA) - Njf)

(4.1.9)

o

which can be used to evaluate the detector ROC performanceiréless com-
munication literature NP detector is called matched filter.
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4.1.3 Detection with unknown Signal Parameters

In previous section we considered detection with knowihgighal parameters,
however in this section we consider the detection perfoonmamth some or all
of the signal‘s parameters are unknown. In detection thétanature, there are
some known tests for the case of unknown signal parametessanfexample,
GLRT (Generalize Likelihood Ratio Test) and Bayesian testh las a general
test. Furthermore, Wald test and Rao test can be used for #dispadknown
parameters. Some of the common unknown parameters aral éime, frequency
band, amplitude, PDF and so on. The more the knowledge wediaua these
parameters the better the detection accuracy will be. FRoplsiity, we consider
GLRT with the same signal as in equation (4.1.1), but with novidedge about
the amplitude (A). The GLRT detector decidks if the Lg(x) > vinres, Where
L¢(z) is the GLRT likelihood function of the two hypothesis andH,. After
doing some simplification for thé(x) function we have

InLg(x) = _T; (Z 2%[n] — 27 2 z[n] + Nz* — i ;ﬁ{n])

(4.1.10)

That is, we decidé, if |Z| > /.., wherez = 3"~ 1z[n]. From equation

(4.1.10) we can confirm that the knowledge of the signal awomidi is not nec-

essary for deciding the new thresholf].... This kind of detectors called non
coherent blind detectors. In section 4.1.4 we show a cospatetween coher-
ent and non coherent detectors. From This comparison wergotife advantage
of coherent detectors, because it utilizes the knowledgbefeceived signal’s
parameters.

18



4.1.4 Comparison between Coherent and Non Coherent Detec-
tors

The lack of knowledge about the signal’s parameters regultsdegradation of
detection performance when compared with the optimal neatatetector. In
this section we compare a GLRT detector (unknown signafarmpater detector)
performance with clairvoyant (NP, matched detector whiatehfull knowledge
about the signal’'s parameters). The upper bound of any suapdetector is
decided using the performance of the optimal detector (neakcilter NP), which
expressed by

Pp = Q(Q ' (Pra) — Vd?), (4.1.11)

whered? = ¢ is the deflection coefficient argds the signal energy. The deflection
coefficient is a measure to express the difference betweeméan of the signal
+ noise PDF and the mean of noise PDF. As for the GLRT detemasider

2] = { wln) Hy(signal is absent),= 0,1,...,N — 1 (4.1.12)

s[n] + w[n]H,(signal is existy = 0,1,...,N —1 '

wheres|n| is deterministic and completely unknown signal. To obtdit] using
the MLE (Maximum Likelihood Estimation) undéf;, we maximize the like-
lihood function over the signal samples. Then, we obtainNtd= values as
s[n] = z[n]. Subtitute the MLE values in the GLRTR; equation, we get

1
N
(2mo2) 2

(27r012)71§ P (ﬁ Yo @*[n]

> > Vihress (4.1.13)

by simplification, we deduct that the test statistia’) = >-""" 2%[n] > Vi ee

which equivalent to energy detection. Assuming large N, am find the energy
detector’s deflection coefficient as

(52)°

D= : 4.1.14
dhp = 23 (4.1.14)
Where, the Matched filter deflection coefficient is given by
B =2 (4.1.15)
ED = —5- A.
g

Combining both (4.1.14) and (4.1.15) and using a gif&nto calculate the nec-
essary input SNR in dB as [7]

1Ol0g1077MF = 1Ol0g10d2 - ]_OlOgloN

10logi1onEp = dlogiod? + 1.5 — 5logio N (4.1.16)
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Equation (4.1.16) is plotted in Fig.4.1.2. As shown, we cothe degradation of
energy detection comparing to matched filter detectiofV at 1000, around 11.5

dB.

0 T T r T T T T
Energy
-5 detector i
g -0
& 15 11.5dB j
0o
= d” =il
cf) =20 i
T -5 Matched ! 1
filter
-30 4 . : : : ! ' 1 .
20 22 24 26 28 30 32 34 36 38 40 10logyN
100 1000 10000 N

Figure 4.1.2: Required input SNR for given detection perfmoe.
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4.2 Overview for Transmitter Detectors in Spectrum
Sensing

As we have mentioned before, one of the spectrum sensingaqgpes is the trans-
mitter detection. For detecting the PU transmitter sigdahending on our target
we select one of the following detectors, energy detecyatpstationary detector
and matched filter detector. In this subsection we will dsscioth matched filter
and cyclostationary detector. Since we are using it in tiop@sed methods, en-
ergy detection is going to be discussed in details in nextaes; for AWGN and
Rayleigh fading channels.

4.2.1 Matched filter

In Sects. 4.1.2 and 4.1.4, the principle of optimal detechiave been explained.
Matched filter is an optimal detector, it has the followingrdcteristics:

1. Less sensing time due to coherency of the receiver.

2. Achieving maximum SNR due to the knowledge of the PU sigmaldula-
tion type, time synchronization, frequency band and gtc...

3. Channel equalization and carrier synchronization isiptess

On the other hand, the main draw back of this method is thaegsired a ded-
icated receiver for each signal type. Moreover, it requibesknowledge of the
primary signal and channel which is difficult to obtain in aogive radio envi-
ronment (because it considered in low SNR).

4.2.2 Cyclostationary Detection

Cyclostationary detection utilizes the periodicity of thgnal due to the modu-
lation type, coding or by intentionally produced periotlidio help in estimation
the channel. Cyclostationary detection is recognized hyligst signal detection
under low SNR region. This is because AWGN is random, theedbgrknowing
the periodicity of the signal, the detector can differaetiaetween the signal and
AWGN. The Cyclostationary detection uses the Cyclic Autodatien Function
(CAF) for detecting the signal as follows [15]

o o ggejQﬂ'atonG*(f_'_a)G(f)ej%rdef, o — Tﬁo
B = { 0, otherwise . (4.21)
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The functionR*(7) is the CAF andy, is the cyclic frequency. As in equation
(4.2.1), givemy the CAF can determine the correlation between spectral compo
nents of the signal separated, in frequencyapyAs for detection, the CAF has

a nonzero value only for multiple integers @f.

Even though Cyclostationary detection is more powerful tB&nhin detecting
the signals under low SNR, but it needs exhaustive computtmomplexity to
achieve it's performance.

4.2.3 Energy Detection

We are going to discuss about the Energy Detector in detailsd next section
4.3).

22



4.3 Spectrum Sensing Using Energy Detector

In Sect.4.1.3 we have already started to introduce the grtgction (ED), that
it does not require any information about the signal. Thergect.4.1.4 we com-
pared the Non-coherent detection (ED) with coherent detegerformance. In
this section we are going to explain the energy detectordteating a determin-
istic unknown PU signal in details. For now, lets assume AW®GBENmel, latter
on we assume wireless channel (Rayleigh, multi-antenna Rayle[6],[7],[8]
Assuming the received signal as

y(t) = { n(t) Hy(signal is absent) 43.1)

z(t) + n(t) H,(signal is exist) ’

wheren(t) is the AWGN with zero mean and variane® x(t) is the PU signal.

—> A d]'I/ISI Ythres

Y

y(®) 1 2
| BPF o ApC L =Sy ) v >’Ythresi>
N5 < H

Figure 4.3.1: Basic Energy Detector.

As in Fig.4.3.1, we receive the signal at a certain centeyueacy, and then
we do the squaring and averaging over the summatidhsgmples. By choosing
a largeN, the sensing time will increase, but on the other hand, tiopeance
and accuracy of detection will also improve. The result a$ frocess called
test statistic (which mentioned in previous sections wite same or different
definitions), noted ad(t). The test statistit)(t) is described as:

Uty =Y [Ya()]. (4.3.2)

Then,U(t) is compared with the threshold and the detector decidesxiberce
of the primary signal (similar to equation(4.1.2)) as folf

decide

signal exist
U(t) > Ythres g

decide

_ > (4.3.3)
< Yinres — Signal does not exist

In the case of PU absence, the test statistic consists of atiomofN squared
independent identical (1ID) variables with zero means, chhiesults in central
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chi-square variables witN degree of freedom (DOF). If we consider lafgewe
can treat the test statistic as a normal distribution, a@edta the Central Limit
Theorem (CLT). While in the case of PU presence the test statishsists of
summation oN squared IID variables with nonzero means, which resultsan-N
central Chi-square distribution with DOF. By assuming larghl, we can apply
the CLT for signal distribution. Then, we consider the testistic as normal
distribution with mean and variance as follows:[6],[8]

Normal@2, 20} /N) underH,

U~ Normal@? + 02),2(c2 4+ 02)?/N)  underH; °

(4.3.4)

As introduced in previous sections, we evaluate a deteetdopnance by cal-

culating Pr4 and Pp/ Py p. We can calculate the ED performance’s probabilities

by two means. One is approximating the test statistics asua<em distribution
to find Pr4. The other is exact calculation of bofty 4 and Py / Py p. At first we
describe the approximating approach then we mention thet apgroach.

Approximation approach:As shown in Fig. 4.3.2, since the false alarm probabil-

ity is occupying the tail of a Gaussian distribution, we cant P-4 using the@
function for a given threshold as follows [8]

d:
. »
< P>
dl Signal + Noise
S
7\
/N s A
/ 5 ".__ Signal + Noise
I ;\ "‘.‘_ (Improved system)

Misdetection False Alarm

Threshold: “ythres

Figure 4.3.2: Principles of Gaussian distribution detetcti

2
res — Un
Pra = Q2 ). (4.3.5)

o/ N/2
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Furthermore, if we want to find the threshold for a certaindallarm we can solve
equation (4.3.5) to find:

Q ' (Pra)
N2

Figure 4.3.2 shows the way of improving the detecting penoice of an energy
detector. Consider the curve for improved S+N (Signal + Noisesd, mean
(referenced from the Noise mean) is larger thandhef normal (not improved)
S+N curve. This can be utilized by either fixing the thresholohprove P, or by
adjust the threshold to decrease fhe, and fix Pp. A point should be mentioned
here, is that equation (4.3.5) should be considered wherewe & fixed mean of
the received signal. Otherwise we have to adjust the thiésiezording to the
signal and noise mean.

Exact approach:From equation (4.3.2) we can see that the test statistie isum
of the squares of 2z Gaussian variables, z is the time bamdwrdduct. Thus,
from equation (4.3.1), undefly, U(t) follows a central chi-square distribution
with 2z degrees of freedom (we’ve mentioned this beforepbirig N as another
definition for 2z). On the other hand, undgi hypothesis, U(t) is a non-central
chi-square distribution with 2z degrees of freedom 2ihds a non-centrality pa-
rameter. As a result we have U(t) as

Ythres,FA = JTQL<1 + ) (436)

ng H,
ute) ~ { Xin  H

Then we find the PDF of U(t) as

(4.3.7)

1 w?lew/?, H,
fou) =4 & " , (4.3.8)
u(w) L) T e 25 L (V2hu), H,
wherel'(.) is the gamma function, ang(.) is thev"-order modified Bessel func-
tion. Using the definition of’» 4 and P

PD = PT(U > 7th7“es|H1)

_ 43.9
Pra = PT(U > Vthres’HU> ( )

Integrating the tail of the?, part of equation (4.3.8), we can find the false alarm
probability as

- T(2,0/2)
Pry = TG (4.3.10)
The CDF of equation (4.3.8) can be shown as
Fy(u) =1 - Q.(V2\, V), (4.3.11)
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where,(). is generalized Marcum Q-function. Hence,

Pp = Q.(V2)\, V). (4.3.12)
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Chapter 5

Wireless channels and Diversity
Schemes

Since our research concerns about signal detection inessathannel, it is nec-
essary to discuss the different types of wireless chani&sh of these wireless
channels has its specific causes and effects on the traedmignal. Then, we
move to discuss the means of overcoming these problems. Sbthese solu-
tions are already utilized in our research, while the otheesither on the process
of being utilized or cannot be utilized due to our system abtaristics.

5.1 Wireless Channels

The wireless communication channels has three main types. i©a free path
loss, which attenuates the signal depending on the trawbtdnce, it is also
called large term (scale) path loss. Another is shadowifecgfwhich fluctu-

ates the transmitted signal over smaller time period (coetho the free path
loss). Finally, small scale (multi-path) fading, which saua signal fluctuation
even faster (and within smaller distance) compared to shiagceffect. The pre-
viously mentioned channel effects are due to distancelgdugy the signal, re-
flection, diffraction, and signal scattering (in additi@rite terminal mobility). In

this section we will discuss the last channel effect, sn@lesfading. As for the
small scale fading there are many factors should be takerastount. As, multi-
path propagation, speed of the mobile terminal, speed obsnding objects, and
the transmission bandwidth. We are going to start by exjgithe parameters,
upon which we classify the channels.
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5.1.1 Time dispersive parameters: delay spread and coherent
bandwidth

Excess delay (delay spread} the relative delay of th&" multi-path component
as compared to the first arriving component and is givern;byrhe maximum
excess delay of the channel is given ByA7, where N is the number of equally
time separated multi-paths, aid is an equal time separation between every path
and the next one, ef§7 = 7, — 79. The channel time dispersiveness properties
can be quantified by using the rms excess delay. The rms eredsg is the
square root of the second central moment of the power detdijegrgiven by [1]

o, =1\/T2—(T)?, (5.1.2)

where,T is the mean excess delay. Therefore the channel time disp@aEam-
eters can be obtained from the power delay profile. It is ingydito mention that
rms excess delay and coherence bandwidth (which is going explained later)
are inversely proportional. Analogous to the delay spreadipeters in the time
domain, coherence bandwidth is used to characterize thehan the frequency
domain.

Coherence bandwidthis a statistical measure of the range of frequencies over
which the channel can be considered flat, i.e. it passesafrélgquency compo-
nents with approximately equal gain and linear phase. Cabkerbandwidth is
approximated as '

= 500,

B, (5.1.2)

5.1.2 Time varying parameters (frequency dispersiveness): Dopple
Shift and coherence time

Doppler spread and coherence time describes the time gangiture of the chan-
nel in a small-scale regioboppler Shift By is a measure of the received spec-
tral broadening caused by the mobile radio channel. Eneoimgta Doppler shift
caused to see the spectral of the received signal varyirigeireinge off. + f, to
fe+ fa, where,f, is the Doppler shift and. is the carrier frequency. Doppler shift
depends on both the velocity of the mobile radio terminal tuedangle between
the direction of movement and the direction of arrival.

Coherence Timeis the time domain dual of Doppler shift, and it is used to
guantify the channel frequency dispersiveness propertyria domain. Coher-
ence time is defined as a statistical measure of the timeidarater which the
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channel impulse response is invariant. We can relate bogipleo shift and co-
herence time as )
T.= —, (5.1.3)
Im
where, f,,, is the maximum Doppler shift given b, = v/\.
Finally, after discussing the channel parameters, we @asity the wireless chan-

nel due to small scale fading to 4 types:

¢ Flat Fading: Bandwidth of signat Bandwidth of channel and Delay spread
< Symbol period

e Frequency Selective Fading: Bandwidth of signaBandwidth of channel
and Delay spread Symbol period

e Fast Fading: High Doppler spread and Coherence #nSymbol period
¢ Slow Fading: Low Doppler spread and Coherence tint®ymbol period

At the earlier stages of our research we focused on slow filtdechannel.
Then, we started to consider frequency selective fadingrola.
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5.2 Diversity Schemes

As we introduced in the previous section, in this researchamsider a flat fading
channel. As far as our knowledge, the main counteract todithh§ channels is to
use diversity combining schemes. The diversity principleased on the fact that
when a signal passes through an independent fading chatimelgrobability of
experiencing a deep fading is low. To mitigate the fadingnciehwe can utilize
several types of diversity combining.

¢ In a frequency selective channel it is possible to utilizefilequency diver-
sity. Because the spectral components of the frequencytiselebannel are
varying by varying the band, then by considering receivingdandwidth
larger than the coherent bandwidth we can achieve frequeivessity. This
type of diversity is usually used in wide band signals.

e The other type is time diversity, which can be achieved bygithe proper
coding and interleaving schemes. To achieve this type @ity it is nec-
essary to transmit (using interleaving) over a time periadger than the
channel coherence time.

¢ In this paper, to mitigate the fading effect we are going thizetspace (an-
tenna) diversity. There are two factors to be considere@dbieving this
type of diversity (lets consider the receiving space ditersot transmitter
diversity). One factor is to use multiple antennas with aasafion larger
than 0.38)\ (wave length). This is in case we are experiencing uniform
scattering environment and omni directional transmit atdive antennas.
If we are using directional antennas, the antenna separsitiould be in-
creased. The other factor is the scattering environmeris rtore likely
that the independent channels environment can be found uotescatter-
ing environments. After receiving different faded signaks should use an
effective combiner (the optimal one is the coherent comfittecombine
between the faded signals constructively to achieve additiarray gain
(array gain results from coherent combining, diversityngasults from ex-
periencing independent fading channels). A common ditelisiear com-
biner is shown in Fig.5.2.1

In this section, we analyze several space diversity schbeewsise we are go-
ing to use it in our evaluation of our proposed schemes asruppewer bounds.
The analysis method is by deriving the overall (combinedRSMrsus both, Bit
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Inputs of the Combiner from the antennas branchs

Output of the Combiner

Figure 5.2.1: Space diversity linear combiner.

Error Rate (BER for BPSK modulation case), and the probabilitgeiection
[9],[12]. To avoid notation confusing we useg,,.., to note the detection thresh-
old. Hereafter, we are going to usey; or 7 to denote the SNR.
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5.2.1 EGC Diversity

1. SNR andP, Analysis:

We describe the EGC scheme assuming perfect knowledge oh€hatate
Information (CSI) because we are going to use it as the lowentgopti-
mal performance) for our evaluation of the proposed QUALescé (pro-
posed schemes will be explained later on Ch. 6). Furtherntbeepro-
posed QUAL shares the same principle with EGC, where it selegtial
gain, variable phase weights. After that, theoretically desive the de-
tection performance which has been already discussed &r ptpers [4].
Considering a flat slow fading channel, the channel respagieen by

h; = a;e’?, (5.2.1)

and the received signal at receiver side is expressed as

yi =hx+n,, (5.2.2)

wherey; is the received signal vector at branch, is the AWGN of branch

i. And h; is thei*" antennas’s channel response, follows Rayleigh distribu-
tion, wherea is its amplitudeg is the phase. In EGC scheme we combine
the signals from the different antenna branches after piyilig them by
weights equal to conjugate of the channel phase expressed as

h .
w; = ‘hl‘ =e 9%, (5.2.3)

EGC scheme achieves full phase combining coherency, whatlits in an
output SNRy; equal to the sum of each branch’s SNRas expressed by

L L 2
Y= Z’Y = ﬁ <Z ﬁ) . (5.2.4)

where, E, is the average energy per branch. Later on we will see that the
proposed QUAL scheme has partial phase coherence but nibbadu

Then the averaged probability of bit error for 2-antennaseazan be ex-

pressed as
_ 1 1
P, =—|1—y/1—-(——
T [ (1 + w)

wherej is the averaged SNR, which is equal for all branches.

. (5.2.5)
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2. Detection Analysis:

After combining the signals we apply the energy detectdnéautput com-
bined signal. Then we can express the probability of detedior EGC
output of AWGN channel as [4]

Pipac = Qru (\/2_% \/%hres> , (5.2.6)

wherew is the TW (time bandwidth) producty,,,., is the threshold and
Q.(a,b) is the generalized Marcum Q-function. To find the probapitit
detection under Rayleigh fading channel, we average equédi@.6) over
the PDF of IID Rayleigh fading branches, as expressed in the follgwin

flw) = m%ﬁ_l exp (—1/7) (5.2.7)

where? is the average SNR. After averaging equation (5.2.6) ovea-equ
tion (5.2.7) we have the averaged detection probability@CEover fading
channel given by

u—1
D (’}/thres/z)n . _ Vthres L’_Y
Pipce = a |Gy +62T71!)F1(L’n+ L; 9 2L+L7y) ,
n=1

(5.2.8)
where,G1, F1, 5, anda are as defined in [4], and is the averaged SNR,
which is equal for all branches.
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5.2.2 MRC Diversity

1. SNR andP, Analysis:

Consider the channel as in equation (5.2.1). Using MRC schemepm-

bine the signals from the different antenna branches aftdtiptying them

by weights equal to the channel conjugate values. This mibanhsve have
combining coherency in both amplitude and phase. The oofgthe MRC

combiner is expressed as:

L
1 hiy;
_ 2 by (5.2.9)
Zi:l hihz‘
where,L is the number of used antennas.

Comparing to the EGC's total output SNR, we can see that the MR@E to
SNR is larger.

y

L L
E
_ s _ = I~ 2.1
V¢, MRC ; Ny ;% s 5 0)
where~; is the SNR of brancli, L is the number of used antenna. Thus,
the total output SNRy; ,,rc €qual to averaged SNR per branch times the
number of antennas. Then, we find the averaged error prayadsl given

by

L L-1
P.rine = (%) 3 ( L _71n+m ) (%) . (5.2.11)
m=0
wherel’ = \/7/(1 +7).

It is important to mention that for amplitude coherence comimg schemes
(as MRC) we have to use a correct normalization factor to getreecio
detection performance.

2. Detection Analysis
As for the detection performance of MRC, the same way of degivire
detection performance for EGC can be applied to MRC. We avéhege,
in AWGN channel over Rayleigh channels PDF to get the final eguat
which can be calculated iteratively as in equation (9) in [3]

Purine(3.L) = Pasrne(i, L — 1) + /1 : 1(2L 2
amrc(Y, L) M RC (Vs )+ 7 (L= 1)1 +7)L05 1 )
(5.2.12)
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5.2.3 Selection Diversity

1. SNR andP, Analysis:

If we consider the noise power at all antenna branches isaheswe
deduct that SNR is equivalent to S+N (Signal plus Noise iSvadgnt to
signal over noise ratio), this is the reason why in this papemame SC
(Selection Combining) as MSPN (Maximum Signal Plus Noisdler, the
output SNR is equal to the maximum branch’s SNR. However,igkimd
of diversity scheme, it is required to have detector at ahbhes to keep
track of the branch SNR, then compare all of them to decide grdmum
SNR. The average total SNR (the average combiner output SNies

by
|
=7 —. 5.2.13
Yt,MSPN Vizl ; ( )

Then, we find the averaged probability of error as

( 1 )

=

P, = E . 5.2.14
MSPN = 5 2 1+i+7 ( )

2. Detection Analysis:
The PDF of the maximum SNR branch out of IID Rayleigh brancises i

given by: [4]
fymaz () = —{/ (1- 6_7/"7)L_1 e 7, (5.2.15)
v

Hence, the averagefd; of the MSPN can be evaluated as

(=1 [ L—1) - 5
P =L . Pirow | —— ], 5.2.16
d,MSPN ZZZ+1 < i ) dRy(Z+1) ( )
where Pypay (25

z’—i—l) is the averaged detection probability over one branch
Rayleigh channel, and given by:

u—2 — . u—1
= _ Jthres 1 Vthres 2 1 + 7/(2 + 1)
Pa = S () (LD
Ry = € 1 +( /(i +1)

n=0

(5.2.17)

-2 .
% — e_vthres/Q Z l /Yth’l”eS,Y/(zj + 1)
S=nl2(1+7/(i + 1))
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Chapter 6

Proposed Schemes

6.1 Introduction

At the beginning of this chapter we will discuss and analyeegroposed QUAL
scheme. This scheme is based on EGC, since it selects an egualagiable
phase antenna’s weights. EGC selects the phase corresgaidihe channel
phase conjugate, however, proposed QUAL scheme selecpghts® randomly.
Therefore, QUAL does not require knowledge about CSI. Inrlagetions, we
analyze the proposed QUAL scheme. Then we derive both siioaland theo-
retical threshold to fix°r 4, since it varies due to the selection of the maximum
branch and the increment of the noise mean.

After that, we discuss the second proposed scheme, Eigere YZ@composition
(EVD). EVD scheme is also called blind MRC, from its name we tote that
it is based on MRC scheme. MRC selects the weights accordirg tarhplitude
and phase of the channel, while EVD selects the weights baisede received
signal amplitude and phase. Therefore, EVD does not re¢uioevledge about
CsSl.
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6.2 Proposed QUAL System Analysis

In our proposed QUAL spectrum sensing scheme, we considerown CSI be-
tween PU transmitter and the CU receiver. The channel is +path Rayleigh
channels of multiple antennas are independent, and aredeoed as flat Rayleigh
fading channels. The AWGN has zero mean and variaricis independent in
each antenna branch. The PU signal is assumed to be 11D rapdmrass with
variance ofo2. For modeling simplicity, the proposed scheme is explaibgd
using the example of three antennas with four quantizatieigfis per antenna.
Figure 6.2.1 shows the CU detector system model. In this medalse the first
antenna’s signal as a reference without multiplying it by aight. As for the
other antennas (the second and the third antennas in tla$ wasmultiply each
branch byk; (wherei is the antenna number) number of pre-decided weights, in
our modelk = k; = k3 = 4. The weights consist of uniformly random distributed
random variables, phase random variable (equal gainjildistd over the angles
from 0 to 27. In our simulation, we select the weights in two differenty@waThe
first way is selecting weights uniformly, as shown in Fig.B(2). The second
way is selecting the weights with a randomly selected phaskdth antennas as
shown in Fig.6.2.2(b). This comparison is done for comgatire difference by
changing the antenna’s pattern. However, the results shomat both of them
have the same impact.

After weighting the antenna branches, we add the first sigitalone of the
four weighted signals from the second antenna branch, plabthe weighted
signals from the third antenna branch. Repeat this processlfthe weights in
both the second and the third antennas. As a result, thistipeproduces x ks
output signals. The output signals derived by this modebearepresented by the
following equation

Y m = Y1+ Y2.Wii + ¥3.Wa,
ij=1,....4 , (6.2.1)
m=i+(j—1).k

here,y,y2, ys are the received signals from antering, 3 respectivelywy;, w;

are the weights for anten2a3 respectively. And m is the sequence number of the
signals results from this process. Then, we apply equadhl) to the energy
detector to get 16 test statistics. After that, we compageotitput test statistics
ST Yh.|> @and choose the maximum as in equation (6.2.3). In other word,
compare the Signal-plus-Noise value and choose the laogesamong them as
shown in the following equations:

2 _ 2 2
Oyin = Tsi+sh+s) T O +natns (6.2.2)
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Figure 6.2.1: Receiver system model for Proposed QUAL scheme

s is the weighted signal. After the selection process, theuignaly;, ... IS
be given by:

N
Yssmaz = maz(Y_ |y, 1%) (6.2.3)
n=1

wherey, .. is the complex received signal after weighting,. Then we apply
the maximum test statistic to the decision making step amapeoe it with the
threshold to decide the existence of the PU.
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Figure 6.2.2: Distribution of QUAL scheme’s Weights.

6.3 Threshold derivation of Proposed QUAL Sys-
tem

As we previously explained, our proposed system choosesiéhémum output
among many test statistics. This is different from other bimimg schemes, which
results in a variation in the variance and mean of the outpahsequently, if we
use the same threshold as we used in the conventional carglschemes we
cannot obtain a fixed’r4. This means that we cannot apply our system in a
real situation, because we will have large range of errotdlt®n in the false
alarm probability. Furthermore, deriving a wrong threshwlight fix the Pr 4 but
results in a degradell, performance, which we took care of in our both threshold
derivation methods.

To solve the previously mentioned problems, we derived athegshold by two
ways:

6.3.1 Simulation threshold

In which we adjust the old mean and variance of the originaighold by the mean
and variance of the new maximum selected test statisticgusfidg equation
(4.3.6) as shown in the following equation,

o2 erfc 1 (2Pp,)

max

Ythres,FA = Hmax + \/N ’

wherepi,,... is the mean of the maximum branch, ar, . is the variance of the
maximum branch.

(6.3.1)
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6.3.2 Theoretical threshold

As we have explained in Sect.3.6, if a large number of inddpetrandom vari-
ables are generated from the same probability distributigan we take their max-
imum values, the resulting distribution of the maximizetles is approximated
as a Generalized Extreme Value (GEV) distribution. We h&aeesame case in
QUAL proposed scheme. Before choosing the maximum value grtienl6 test
statistics, the distribution is independent normal distiion. Therefore the max-
imum output follows the distribution of GEV Type 1. The CDF oUGIBEL
distribution is given by equation(3.6.1), from equationl(3) we get the proba-
bility of False alarm as

Ppy=1—CDFgpy =1 — exp(—el"@=W/)), (6.3.2)
Solving equation (6.3.2), we get the following threshold:

Vthres,gumb = —O0 IOg(— log(l - PFA)) +u (633)

After substituting: ando by the original mean and variance values we have the
final equation as:

2
—0° .
Vthres,gumb = e— 1Og<_ 1Og<1 - PFA)) + 0-12101'58 (634)

VN

We will see in Sect.7 that this threshold fixes the false alarobability, com-
paring to the original threshold, while having the improwdsdection probability.
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6.4 Proposed EVD to Achieve Blind MRC Detection

As discussed in some literatures [11], the wireless enwiiemt consists of direc-
tional sources and white Gaussian noise, the Eigen valutsatceived signal
correlation matrixR,, can be divided into two sets. Since the eigenvectol’ of
are orthogonal to each others, it can be considered as Lrgiome space. This
L-dimensional space can be linked to the directional signafces and the noise.
It can be divided into two subspaces as below.

The largest\/ eigenvalues are associated with thedirectional sources, and the
corresponding eigenvectors called signal eigenvectbeset signal eigenvectors
are corresponding to first subspace called signal subspace.

The L — M smallest eigenvalues are associated with noise, and thespoainding
eigenvectors called noise eigenvectors; these noisewa&gens are corresponding
to the second subspace called noise subspace.

The Eigen structure-based method searches for signatidimecin which the
steering vectors associated with these directions aregotial to the noise sub-
space and contained the signal subspace. The sourceatiecbrrespond to the
local minimal (maximal) of the functiomw®s;,|. In this functions;, denotes
a steering vector ang” are the weights. When these steering vectors are not
guaranteed to be corresponding to the signal subspacep doenk large interfer-
ence or large noise variance, there may be more minimum (mar) values than
the number of sources. This method can be also called Eigam8gace beam
former [16]. It can be used for anticipating the number ofdeat plane waves.

After this discussion, we present a way for using the eigelevdecomposition
theory to achieve the MRC optimal performance without theessity to estimate
the channel. If we use the eigenvector, corresponding ttatigest eigenvalue of
the received signal’'s covariance matrix, as a weight vefctothe array antenna,
the same performance of MRC in high SNR region can be achiéveztefore we
consider this performance as the best blind detection seldnch does not need
knowledge of CSI. Starting from equation (5.2.2), we canuate the covariance
matrix of the received signal as:

R, = YYH, (6.4.1)

whereR,, is the covariance matrix of the received sigial The received matrix
Y is expressed as:

T
In Ry, each row contains the covariance values of the correspgrmtanch with
other branches according to the column number,

R,V = VA, (6.4.3)
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where
(%1
V2

A= o lvelvoow (6.4.4)
(%

In equation (6.4.4)y; > v, > ... > v, are the covariance matrix’s eigenval-
ues, starting from the largest (which is corresponding to the dominant channel.
At which the SNR is maximum and we can achieve better commatioit capac-
ity and interference avoidancey,, ..., vy, are the corresponding eigenvectors.
To realize the maximum SNR and to achieve the performanceREMve use
the eigenvector (corresponding to the largest eigenvalsed weightw for the
array antenna.

w = [vq]T, (6.4.5)
where the output of the combiner will be expressed as:
Yout = Why = wHHx + w'n. (6.4.6)

When evaluating the detection performance for EVD, it is colsqry to nor-
malize the test statistics values with the proper factocabse it will effect the
detection performance.
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6.5 System Characteristics

In this section, we explain the main characteristics of tuppsed schemes. As
we mentioned in Sect. 4.3, to improve the detection perfaceawe have to de-
crease the probability of false alarm or probability of miletection (which mean
to increase probability of detection). As in Fig4.3.2 theeddon performance
can be improved by increasing the mean of 8N distribution. In other word,
by increasing the distane& more than the distancé, the probability of error
detection decrease. We can make use this increment by tws eidlyer by fixing
the threshold which automatically causes the increasingfor, by changing
the threshold to fix thé”, and decrease thBr,. The results which shows the
improvement of the test statistics’s PDF means for the meg®QUAL and EGC
schemes are shown in both Fig.7.0.1 and table 7.0.2 in Sect.7

6.5.1 Discussion of the Conventional Schemes

The improvement of the conventional schemes are due to tatorfa One is
diversity gain, and the other is the coherency in combinbaih phase and am-
plitude coherency. In Sect.7 we will see that the order ofesysimprovement
is (from best performance) MRC, EGC, EVD/QUAL, MSPN. One comrimn
provement gain for all schemes is the diversity gain whidheed due to using
multiple antennas experiencing 11D fading channels. The MR@provement is
due to the amplitude, phase coherence combining. On the loémel, EGC has
only phase coherence, that is why it has lower performarare MRC. As for the
MSPN (select the maximum signal plus noise variance brathehimprovement
is due to only the diversity principle (no combining schentle¢refore it achieve
the worse performance. Later on in this section we will sealifference between
only selecting the maximum signal plus noise (MSPN) brariokcty, compar-
ing to, selecting the maximum branch after applying the pseal QUAL scheme
(which has combining scheme).

6.5.2 Difference between Power Gain and Diversity Gain in
Detection Performance

An important concept to be explained is the difference betwibe space diver-
sity gain and the power gain (PG) concepts. By having mul@pieennas at the
receiver side we have two main sources of gain. One is dtyegsin and the
other is power gain. The diversity gain results from the diitg principle. The
power gain results from increasing the observation timeofe antenna to have
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an overall samples as many as the multi-antennas case. auss the total SNR
to be increased linearly by a factor bf whereL is the number of antennas or the
factor by which we increased the observation time. Congidethie inner term
of the error probability for BPSK, we can divide it to show tedw/o gains, as
follows:[12]

Ih SNR = LSNR. % T (6.5.1)
PG VDG’

where the first term corresponds to the power gdi) and the second term
shows the diversity gainD.G). In the high SNR region the diversity gain can
be shown as an exponent @f/ SN R)L, while the power gain expressed as the
previous linear term,

' o

'

P.G D.G

2L -1 1
( L ) W. (6.5.2)

In Sect.7, Fig. 7.0.8 shows a comparison between achielimgadower gain
and achieving the diversity gain for all schemes which haentexplained in this
paper.

6.5.3 Discussion of the Proposed QUAL System and the Corre-
lation Coefficient

For the proposed QUAL system, the meanS3N depends on the number of
weights. Increasing the number of candidate weights wiliease the mean of the
output signals. However, in this cage (as in Fig.4.3.2) does not depends only
on S+N mean, because the noise mean is also changing (increasimyithber
of weights will also increase the noise mean). Thereforesylséem improvement
depends on the difference between both meai&+df and noise of the proposed
QUAL system. We can discuss the origin of increasing 3N mean in the
proposed QUAL scheme by two ways.

e The first wayis by using the vector chart (graph) as in Fig.6.5.1, in which
we consider only two antennas for simplicity. The first angetranch is
marked by’ Ant.#1”, while the second antenna’s four weighted branches
marked by”’ Ant.#2,w;”’, where’i’ is the weight's number. When we
combine the two branches the best choice is to select thestiadnt.2”
vector to” Ant.1” vector, which, in our case isAnt.#2, w3”. In this case
the output of the combiner will be the largest comparing &dthers vector;
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this is what we called phase coherence combining. And thetvabioice

will be to combine with’” Ant.#2, w1”. If ” Ant.#2, w3” is exactly aligned

to” Ant.#1” vector, it will be the EGC weight case. The proposed scheme
drawback, is that this concept does not apply only for thealig vectors

but also for the noise vector. Therefore, sometime we migiprove the
noise mean by choosing the maximum output of the combiner.

Ant. #1
Ant. #2, w2

Ant. #2, w3

-
Ant. #2, w3 \

Y Ant. #2, w4

Figure 6.5.1: Reference and Quantized Weighted vectorsiéoQtAL proposed
scheme.

e The second wajs by checking the complex correlation coefficients. As we
know, the output after combining two IID signals will haverigace given

by

Var(Z) = o2 + 05. (6.5.3)
whereZ = X + Y. However, if there is a correlation betweghandY’,
the value of the output variance will change (improves fasifiee correla-

tion and degrades for negative correlation) as can be degdasily in the
following:

Var(Z) = 02 + 0, 4 2ppy-\/ 0202,

(6.5.4)
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where, p, , is the complex correlation coefficient betwe&nandY". Im-
proving of the combiner output’s variance leads to improgatin the mean
of the test statistiai(t). Checking from Table 6.1 the valuig,.s e =
0.361” is the correlation coefficient between the reference bramchthe
maximum branch, which is positive and is not equivalent 1o zs the oth-
ers. The notation is considered ag.( correspond tav; branch,p,.»
correspond tav, branch,p,. s correspond tavs branch,p,.4 correspond
to w, branch).

Table 6.1: Correlation Coefficient matrix of proposed systeambhes.

Ref. Max. w1 W2 W3 W4

branch| branch branch | branch | branch | branch
(pref,max) (pref,l) (pref,2) (pref,3) (pref,4)

1 0.361 -0.010 | -0.000 | -0.009 | -0.006

This partial phase coherency in combining of multiple breegcis the source
of improving the detection performance of the proposed QWpdtem comparing
to the MSPN system. Where, on the later one we achieve onlysiliyehowever,
on the formal one, we achieve diversity gain plus partial leimimg coherency.
But, its not full coherency, therefore, the QUAL system diétecimprovement is
less than the EGC scheme.

Another crucial point to be cleared is the different betweanitiplying the
antenna branches by a QUAL weights and multiplying the argdsranches by
an equal gain weights equivalent to the Signal + Noise phdselater method is
equivalent to taking absolute of the received signal, wihigfans that we add the
noise’s phase every time we multiply by weights or take alisol This method
results in a destructive combining among multiple antenii&erefore, the later
method does not achieve neither diversity nor combininggat achieves only
power gain. On the other hand, the formal method (proposedlQldchieves
diversity and (constructive addition) combining gainsraSect.7.
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Chapter 7

Numerical Results

In this section we quantify the receiver performance bydleealuation methods
using the parameters described in Table 7.0.1. One is usengdmplementary
receiver operating characteristic (ROC) cur¥&s, versusPr,. Another evalua-
tion method isPr4 V.S SNR, to show the robustness of the new derived threshold.
The last one is by depictin,;p V.S SNR, to show the improvement of the de-
tection performance by increasing the SNR. It is importanhtntion that one
crucial applications for blind sensing in a very low SNR (ard -100 dBm) is the
DTV band using 802.22 WRAN [17].

Table 7.0.1: SIMULATION PARAMETERS.

Parameter Name Value

# used antennas 1,2,3

Fixed weights for 4-4

2nd o 37"(1

Averaging bits 128, 256
Fixed Primary SNR -10 dB,-5dB
# sent packets/one probability valiég000, 50000

Table 7.0.2 and Fig.7.0.1 shows the normalized values ajub@ut test statis-
tics distributions means, after/before applying both tl&Escheme and the pro-
posed QUAL scheme. The normalization factor follows theoZgiean normal-
ization,

u' = (u - ,unoise) /Unoise- (701)

Considering the noise onlyH, case), before and after applying it to the EGC
scheme, it's mean does not have large changes, close tot@never, checking
the shifted value of the S+N mean before and after applyihg the EGC com-
biner, it is shifted fronT1.1216” to "2.0273". As for the proposed system, the
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Figure 7.0.1: Gaussian Shifts according to the proposed Qitheme.

mean ofH, case, after applying the proposed scheme, has increa%e3704”.
However the increment when applying the proposed schemeNasSarger than
that for Hy, which reaches1.8366", this clarify the reason of the system im-
provement. Even though the values of the means for S+N of &€ Bnd the
proposed scheme are almost the same but the shift in the maaa for both
cases is not the same, which give the advantage to EGC carggarihe pro-
posed scheme.

After this discussion, we can say that if we combined the iplelbranches with-
out any weight, we can be sure that there will be no improvenimrtause the
combining is totally destructive (no phase coherence).nThe confirm that us-

ing the QUAL weights results in a partially coherence conrgnwhich cause
the shifting the mean of S+N.

Table 7.0.2: Shifted means of the proposed QUAL scheme & EGC.
Detection case /

before, after applying | EGC | Proposed System

the system
Noise / Before 0 0
Noise / After 0.0395| 0.3704

Signal + Noise / Before 1.1216| 1.1339
Signal + Noise / After | 2.0273| 1.8366
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Figure 7.0.2: Detection performance of combining signasa the proposed
QUAL scheme.

Figure 7.0.2 shows the sensing performance of the propos#d @cheme.
Here, we use 1, 2, 3-multiple antennas with 4-quantizatiergiats. From this
figure, by using the proposed QUAL scheme, the performantieegirimary sig-
nal detection is improved compared to that of the singlerar@geception case.
In the same figure we plot the performance of EGC scheme wiflegechannel
estimation, which can be considered as a lower bound (opperéormance) for
the QUAL scheme. We can see that for, = 0.1 the improvement in thé’,,p
for power gain is aboui0.5024-0.5918).09. As for the 2-antenna and 3-antenna
case the improvement is abdut 520 and0.2892 respectively. On the other hand,
for EGC 2-antennas case, the improvemerjp, performance is abot22118,
which is larger than the similar QUAL case and lower than Q¥4A-Antennas
case.

Figure 7.0.3 evaluates the sensing detection performancbdnging the SNR.
From this figure, we confirm that the performancelf, is improved by in-
creasing SNR values from20 to 0 dB when the false alarm probability is fixed
as Pr, = 0.1, for different numbers of antennas. It is possible to say tha
improvement in the detection performance caused by enhgribe SNR using
QUAL scheme. For SNR more thanl3 dB we confirm the noticeable improve-
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Figure 7.0.3: Performance éf,,, of QUAL scheme by changing SNR.

ment of the proposed method (abautlB for 2-antennas case adddB for 3-
antennas case). However for very low SNRVR = —20 dB) the performance
of the QUAL system does not have a noticeable improvement.

In Fig. 7.0.4 we compare the probability of false alarm betmevo methods,
using the adaptively derived GUMBEL threshold and using redr&D thresh-
old both with 4-QUAL weights . Using GUMBEL threshold we olstaalmost
fixed Pr4 around 0.1. We notice that thié-, achieved by the normal threshold
is shifted to around).16. Furthermore, the varying range &%, is from 0.12
to 0.19 On the other hand, using GUMBEL threshold tRe, is fixed around
0.1, while the varying range is frord.08 to 0.12 This shows the accuracy of our
derived threshold.

Figure 7.0.5 shows the Bit Error Rate performance for diffedarersity schemes.
These schemes are Maximum Ratio Combining (MRC) and Eigen Vatgerm-
position combining (EVD), and they are considered for 1, 24-&ntennas re-
spectively, where the first line is for 1-antenna case. Thimpaint here is not
to discuss the MRC BER performance, because it has been dsicdesply in
many literatures. The point is to compare the EVD perforreadndhe MRC per-
formance. As we know, because the MRC has phase and amplibheeerice, it
achieves the optimal performance among all diversity comigischemes. How-
ever, MRC needs CSI to detect the signal. In Fig.7.0.5, EVDes&lsi exactly the
same performance as MRC in moderate and high SNR region, wviéimy neces-
sity to know about CSI. From this result, we confirm that the E&ibnbining is
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Figure 7.0.4: Performance of False alarm using the Gumlzktlenconventional
threshold versus SNR.

the best blind combining scheme in moderate SNR. In spitelutaing exactly
the same performance of MRC W R > 0, EVD scheme performance degrades
in low SNR region.

Figure 7.0.6 evaluates the performance™f, versus SNR using 2-3-4 anten-
nas of EVD case. We confirm the improvement achieved by usiorg mntennas
from 2 to 4. Furthermore, it is clear that if the SNR increadies?,;p decreases.
So, we achieve around@l1 P,,p for -5, -7, -8.5 dB by using 2, 3, 4-antennas re-
spectively. Therefore, we confirm the diversity gain (D.@provement 2, 1.5 dB
between 2-3, 3-4 antennas cases. Where D.G decreases lasingrthe number
of antennas (largest case is for 1-2 antenna). It is clearattoaund—S8 dB the
improvement of 2-antennas is larger that5 dB.

Figure 7.0.7 evaluates the probability of miss-detectierigpgmance for four an-
tennas using EVD, MRC, EGC and MSPN (selecting Maximum Sighel Roise
branch) by changing the SNR. From this figure, we can confirmttieaperfor-
mance ofP,,p is improved by increasing SNR values frea20 to 0 dB when the
false alarm probability is fixed aBr4 = 0.1, for all the schemes. As it is shown,
EVD scheme get closer to MRC with increasing the SNR. It agreérswhat we
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BER for BPSK modulation with Maximal Ratio Combining in Rayleigh channel
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Figure 7.0.5: Bit Error Rate for MRC and EVD versus SNR.

have seen in Fig. 7.0.5, which shows that EVD achieve the smrfiermance as
MRC in high SNR region.

Figure 7.0.8, is the last result, and it compares the detegerformance us-
ing the CROC (Complementary Receiver Operating Charactexjstimong all
implemented diversity schemes, in low SNR region. In thigriggve show the di-
versity gain improvement of each combining scheme and caaripto the power
gain case. As mentioned before, the power gain can be rdddigzeonsidering
averaging time equal to double the one in 2-antennas caseh\wdgged in the
figure by 1-Ant, Ave256”). Considering the diversity gain improvement, in as-
cending order, the schemes can be ordered as follows, MSPD, QUAL, EGC
and MRC. As expected, the optimal scheme is MRC, followed by EG@nTh
the proposed QUAL and EVD schemes have almost the same idetgetrfor-
mance without CSI. This is important results show that thesmeschemes have
the optimal blind detection performance under low SNR negi®hey have al-
most the same diversity gain. Even though the proposed sshkave a degraded
performance compared to MRC and EGC, however the proposethssian not
required any knowledge about CSI. This makes the QUAL and Ef2is1ie more
likely to be implemented when we start sensing the spectrum.

To calculate the weight of EVD, we need to calculate the xetksignal’s covari-
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Figure 7.0.6: Performance &f,;p of EVD by changing SNR, and changing the
number of antennas.

ance matrix, and then extract the eigen vector which is spmeding to the maxi-
mum eigen value from that covariance matrix. Then we multipis Eigen vector
by the received signal to realize EVD combining. This regdia large amount of
computational power and complexity. On the other hand, QWéheme is very
simple just to multiply the branches by a 4-random phase lgjghen combine
them and choose the maximum branch will give the same ressIE3/D.

Finally, the lowest diversity gain achieved by MSPN setattombining. This is
because the selection combining schemes does not utijzeadn@rency in com-
bining signals, because it selects one branch only.
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Chapter 8
GNU Radio

8.1 Introduction.

In chapter 2 we talked about SDR systems and how does it plag@ortant role
for realizing cognitive radio system. One of the candid&tesnplementing SDR
is GNU Radio implemented using a USRP (Universal Software Radigpheral)
device. USRP is produced by ETTUS research center [19].

GNU Radio is a free software development toolkit that prositiee signal pro-
cessing runtime and processing blocks to implement softveattios using readily-
available, low-cost external RF hardware and commoditygssars. It is widely
used in hobbyist, academic and commercial environmentaippst wireless
communications research as well as to implement real-wadb systems. GNU
Radio applications are primarily written using the Pythoogszamming language,
while the supplied, performance-critical signal proceggath is implemented in
C++ using processor floating point extensions where availabhus, the devel-
oper is able to implement real-time, high-throughput raglistems in a simple-
to-use, rapid-application-development environment. Whit primarily a sim-
ulation tool, GNU Radio does support development of signat@ssing algo-
rithms using pre-recorded or generated data, avoiding #eel rior actual RF
hardware.[18]

In this chapter we explain the utilization of GNU Radio as d fobour spectrum
sensing research. We start by a fast overview about the &atpart of GNU
Radio. Then, we present a Hardware glance, including someseary parts of
USRP1 to keep the reader familiar with it. Finally, in the Issttions we present
our implemented work using GNU Radio, which is divided intootparts. In
appendix A we explain about the GNU Radio’s installation pichares.
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8.2 GNU Radio - Software.

In this section we give a fast overview about the GNU Radioftwsre based
part. As shown in Fig.8.2.1 GNU Radio software is based ontiveostructure.
These tires are Python and C++, we can think of this as two psirog layers for
different purposes. These two languages are tied togesiveg 8WIG interpreter.

Flow Graph (Python)

SWIG SWIG
_ Wrapper Wrapper
. Signal (Python) Sub Flow (Python)
mé'liiimg Signal Graph Signal
(Python) Processing (Python) Processing
Block Block
(C++) (C++)

Figure 8.2.1: Software Architecture in GNU Radio.

The lower programming layer is to take care of the perforreasrtical and
complex signal processing parts. It is done using C++ becalge high pro-
cessing capabilities. For example, source, sink which giiayrole of obtaining
and outputting data from and to the real world are in the Idesger. Filtering and
coding needs high complexity mathematical operationsetbee it is done in the
lower layer.

On the other hand, the higher layer processing part is dong &#ython, which
is an object oriented programming language (OOP). The hilglyer is taking
services from the lower layer and giving it inputs. At the satime, it orga-
nizes, directs and glues the different signal processiogddrom the lower layer.
Debugging is easily done through the higher layer. Inténfpevith hardware
(USRP) is done through the lower layer. An interesting cdjpplof GNU Radio
is using python we can glue different and many C++ signal fgsiog blocks to
create the needed system, e.g receiver, transmitter,evliie, modulator, radar
etc.

SWIG is an interface compiler that connects programs writi€d and C++ with
scripting languages such as Perl, Python, and Ruby. It workaking the decla-
rations found in C/C++ header files and using them to generateitapper code
that scripting languages need to access the underlying C/Gde. dn addition,
SWIG provides a variety of customization features that lettgalor the wrapping
process to suit your application.

In the next section, we explain a hardware background for Gddio. With this
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background the reader should have enough information terstehd our discus-
sion of the implemented systems in later sections.
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8.3 GNU Radio - Hardware (USRP).

The Universal Software Radio Peripheral (USRP) is designeallosv general

purpose computers to function as high bandwidth softwadésa In essence,
it serves as a digital baseband and IF section of a radio comcation system.
In This paper we are going to discuss the important parts GR)Figure 8.3.1
shows a photo of a real USRP1, and 8.3.2 shows a simple scloetfiegram of

the USRP motherboard.
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Figure 8.3.1: USRP Real Photo.

As shown in Fig.8.3.2, the USRP Motherboard is connected tG ¢hRough
a 'FX2 Micro-controller (USB Interface)’. The high speed timgart is done in
the FPGA part of the motherboard. The FPGA is connected t®a/AD high
speed converter. ADC/DAC are connected to 2 daughter boardiglé A, and
two daughter boards in side B. Before discussing about theartmard’s parts,
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Figure 8.3.2: A schematic diagram of the USRP motherboard.

we would like to draw your attention to the fact that therethree configuration
modes for FPGA, as shown in the Table8.3.1. Now lets starjauney in the
motherboard parts.

Table 8.3.1: FPGA Operating Modes.
rbf file name FPGA description
multi 2rahb 2tz.rbf | there are two or more USRPs
std_2rxhb 2tx.rbf contains 2 Rx paths with halfband filters and 2 tx paths
std_4rz Otxz.rbf contains 4 Rx paths without halfbands and 0 tx patas

¢ Digital Down Converter.
In the receiving path the standard FPGA configuration ineduatigital down
converters (DDC) implemented with 4 stages cascaded integramb (CIC)
filters. CIC filters are very high-performance filters usindyadds and de-
lays. For spectral shaping and out of band signals rejectigare is also
31 tap half-band filters cascaded with the CIC filters to fornmptzte DDC
stage. The standard FPGA configuration implements 2 compleC. Also
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there is an image (configuration mode) with 4 DDCs but withait-band
filters. This allows 1, 2 or 4 separate RX channels. A schendaigram of
the USRP’s standard DDC is shown in Fig.8.3.3.

4 Stage CIC Decimator 31 Tap HBF
Divide by N ¢ Divide by 2 ¢

-
N

4 Stage CIC Decimator 31 Tap HBF > Q
Divide by N ¢ Divide by 2 ¢

B |

From Any of the 4 (atjb)(ctjd)
ADC

IN-1 S
Complex

Multiplier

IN-2

\

From Any of the 4
ADC Or Zero

>

SIN(2*PI*Fc+Phi)
SIN(2*PI*Fc+Phi)

NCO
(Cordic)

Figure 8.3.3: A schematic diagram of the USRP DDC.

Now let's see what does the DDC do. First, it down convertsitpeal from
the IF band to the base band. Second, it decimates the smtiedtshe data
rate can be adapted by the USB 2.0 and is reasonable for theuters'
computing capability. The complex input signal (IF) is nplied by the
constant frequency (usually also the IF) exponential digihke resulting
signal is also complex and centered at 0. Then we decimataghal with
a factor N. This decimation stage can be thought of as a low fithsr
followed by a down sampler. The decimation rate must be iwéen [8,
256]. Finally the complex I/Q signal enters the computertke@aUSB. Note
that when there are multiple channels (up to 4), the cha@melmterleaved.

Digital Up Converter.

Typically, what happened in the Rx path happens in the Tx péth,some
reversing changes. We need to send a baseband I/Q comphaxt ®aghe
USRP board. The digital up converter (DUC) will interpolate #ignal, up
convert it to the IF band and finally send it through the DAC.

The digital up converters (DUC) on the transmitter side ateadky con-
tained in the AD9862 CODEC chips, not in the FPGA (as shown & th
Fig.8.3.4). The only transmit signal processing blockmEPGA are the
CIC interpolators.

The interpolator outputs can be routed to any of the 4 CODEQt&mpin
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multiple TX channels (1 or 2) all output channels must be #reesdata rate
(i.e. same interpolation ratio).

. . 39 Tap Filter
(atjb)(ctid) Followed By
15 Tap Filter

Low Pass (@tib)(eHid)

Interpolation
By 4 Filter | J
I Interleaved
1&Q

From FPGA
e

Out-I

Complex

Multiplier
4\

Low Pass
Interpolation

Deinterleaver

z| 8 By 4 FilterT | 2
@l O »| O
39 Tap Filter
NCO Followed By NCO
(Coarse Modulator) 15 Tap Filter (Fine Modulator)

Fs/4 or F/8

Figure 8.3.4: A schematic diagram of the USRP DUC.

¢ Analogue Digital Converter.

There are 4 high-speed 12-bit AD converters. The sampliteyisa64M
samples per second. In principle, it could digitize a bandgids as 32MHz.
The AD converters can bandpass-sample signals of up to 200MHz.
The higher the frequency of the sampled signal, the more iR Bill be
degraded by jitter. 100MHz is the recommended upper limit.

The full range of the ADCs is 2V peak to peak, and the input is B9®
differential. This is 40mW, or 16 dBm. There is a programmadsén
amplifier (PGA) before the ADCs to amplify the input signal tdize the
entire input range of the ADCs, in case the signal is weak. T&A B up
to 20 dB.

¢ Digital Analogue Converter.

At the transmitting path, there are also 4 high-speed 1DAitonverters.
The DAC clock frequency is 128 MS/s, so Nyquist frequency4#biz.

However, we will probably want to stay below it to make filtegieasier. A
useful output frequency range is from DC to about 44MHz. TB&B can
supply 1V peak to a 50 ohm differential load, or 10mW (10 dBmhefe
is also PGA used after the DAC, providing up to 20 dB gain. THEsARs

software programmable.
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e Daughter boards.
There are different types of daughter boards, which can$erted in both
sides of the mother board. These daughter boards havestifieapabilities,
to know more about it, refer to the original sources as [18)] [

— Basic TX/RX Daughter boards.
Each has two SMA connectors that can be used to connect aktern
up/down tuners or signal generators. We can treat it as aarews or
an exit for the signal without affecting it. Some form of extal RF
front end is required.

— Low Frequency TX/RX Daughter boards.
The LFTX and LFRX are very similar to the Basic-TX and Basic-RX,
respectively, with 2 main differences. Because the LFTX aR&X
use differential amplifiers instead of transformers, tifi@quency re-
sponse extends down to DC.

— TVRX Daughter boards.
This is a receive-only daughter board.

— DBSRX Daughter boards.
This is a receive-only daughter board.

— RFX Daughter boards.
The RFX family of daughter boards is a complete RF transcep&r s
tem.

At the end of this section, it is a suitable summary to check&38.5 . This
figure shows the schematic diagram of the mother board, fibr tezeiving and
transmitting paths. This figure shows how do we receive aasiffom the RF
front passing by ADC, then MUX, followed by DDC, till it reachetJSB port of
the PC (receiver path). At the same time it shows how the bgges out from the
USB port to the sender front end (transmitter path), thrdDgMUX, then DUC
and DAC.
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Figure 8.3.5: A schematic diagram of the USRP motherboaadsinit and re-
ceive path.
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8.4 Packet Recovery Transceiver

In this section we are discussing one of the two parts of tligractical imple-
mentation. This part works as a half duplex transceiverageviSo, one USRP
device can transmit and receiver signals to and from ther @B&RP. In wireless
channels fading effect cause the loss of a number of packeta solution for
this problem, we use a simple acknowledgment (ACK) exchamjeypbetween
the transceivers to assure the complete reception of thefsacAs we have pin-
pointed to in Sect.8.2, using python, GNU Radio programmargtae between
the C++ signal processing blocks. Gluing among the diffebémtks enables us
to create a whole complete system. The gluing of the systparts creates a
system flow graphs. In this section we will have a fast ovevwe a GNU Ra-
dio’s flow graph system. After that we explain our transcemedel, followed by
shapshot results. In this section, as in the next sectioasnight explain some
code samples which is crucial for understanding the system.

8.4.1 A GNU Radio System Flow Graph using Python

As explained in Sect.8.2, the idea of the flow graph systenicfwibased on graph
theory) is to connect the C++ signal processing blocks tagethform a whole
system. To give GNU Radio more flexibility, each C++ signal gssing block
performs one task. Lets see some examples for already difé@ategraph systems
by connecting individual signal processing blocks.

Sine generator (350Hz)

Sine generator (440Hz)

Audio Sink

Figure 8.4.1: The flow graph of dial tone generator.
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e Dial Tone Generator. As in Fig.8.4.1, we can see how it isiptesto create
a dial tone generator using three blocks. One sink and twicesu So as
we can see all source do not have input, while all sinks cahan output.

|USRPSource |—| Frequency sync |—| Matched filter

Complex Samples

Symbol demodulator
Complex Symbols

|Sourcedecoder |—| Channel decoder |—| Bit mapping |

BITS

Application DATA

Figure 8.4.2: The flow graph of QPSK demodulator.

e QPSK Demodulator. Figure 8.4.2 shows how to connect diftereono
task block to form the QPSK demodulator system. As we knomfcom-
munication basic letirature these are the necessary bfockseating this
kind of demodulator. We notice that there are many middiekdovhich
has both input and output. Some blocks has the input and tagmomplex
data, some have complex input and bits output.

| USRP Source |—|NBFM Demodulator |—| Squelch |—| Audio Sink ‘
NBEM Modultor |——  USRPSink |

Figure 8.4.3: The flow graph of a Walkie Talkie.

e Walkie Talkie. | never created walkie talkie in my life, biid tested the
idea behind this flow graph and it works well. The idea behhawalkie
talkie flow graph, Fig.8.4.3, is to show the capability of GNRadio flow
graph system to handle the parallel independent flow graphs.

From the previous flow graphs we can conclude the following:
¢ All signal processing in GNU Radio is done through flow graphs.

¢ A flow graph consists of blocks. A block does one signal prsicgsopera-
tion.

e Data passes between blocks in various formats, complexabinegers,
etc.
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e Every flow graph needs at least one sink and source.

As an example to show the how to connect the flow graph usinigopyton-
sider the following code lines (this code is taken from thedme gnuradio-
examples/python/audio/diabne.py).

srcQ = gr.sig_source_f(sample_rate, gr.GRsIN_W AV E. 350, ampl)

srcl = gr.sig_source_f(sample_rate, gr.GR_.SIN W AV E, 440, ampl)

dst = audio.sink(sample_rate,””)

sel f.connect(src0, (dst,0))

sel f.connect(srcl, (dst, 1))

The first and the second code lines create signal source vfghet frequency.
The third line creates the audio sink. Finally the last tw@é connect the first
and the second sources with the audio sink. Because PytharQ©O®, we pass
the returned value of the module’s (class) constructor fmeaiic named variable,
which can be used always as an object of that module. Finaélyare going to
mention some important characteristics of the GNU Radio fleaply system.

e It is possible to combine two blocks into one hierarchicalchl using the
module gr.hier_block2’. This make the work easier and more flexible
sometimes. The hierarchical block can be a source, sinkadlmblock.

e Sometimes itis crucial to use two or more flow graphs workinipa same
time. GNU Radio’s flow graph system enables us to do so. To dapteul
flow graph control we have to create a top block and connechalflow
graph (which will be considered as sub flow graphs) to thisadlopk. This
is as explained in the Walkie Talkie example.

e Dynamic flow graph control is possible by using some alreadgited meth-
ods as stop, run, connect, start, wait, etc. It is also pleswlrontrol a flow
graph from a different module (or class) by calling its cepending object.

8.4.2 Implemented Transceiver System.

After thinking about a nice and easy way for explaining thstegn, we decided
to show an overall system flow graph, and then explain it. Eafcthhe graph
rectangles correspond to one programming block (made bgreii++ or Python).
In each sub flow-graph the blocks are connected together figim (up) to left
(down). The dotted line indicate that there is a relatiowieein the connected
blocks. Figure 8.4.4 shows the whole system flow-graph. Vy#aéxeach first
level sub flow-graph individually, starting fromsrp_receive_path’.
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Figure 8.4.4: The flow graph of the implemented transceiver.

e usrp_receive_path: This block acts as a hierarchical block for the sub flow-
graph’s blocks of the receiving path. As we mentioned in 8ettl, it is
possible to combine many blocks which have different tast®s one large
block. This large block deals with all the sub tasks in a dptiorganized
timing, so it increases the reliability and flexibility ofalsystem.
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HardwareUSRP_RX: This is the receiving Hardware.

generic_usrp_rz: This block takes care of setting the hardware (USRP)
configurations. It set the PGA before the ADC. It passes theired dec-
imation rate to the corresponding DDC, and also decides tHeptexer’s
value based on how many channels do we have. Power gain, Genter
quency are also controlled in a flexible way using this blokkthe previ-
ously mentioned parameters can be specified for both daugbaeds (DB)

A and B. Some of them are independently assigned for DB A and Bewh
others must have the same values for both DB. All of these peteasare
taken from théusrp_options’ block, which is entrusted to carefully decides
these values.

usrp_options: This block is responsible for recognizing the users’ dsbir
options of both transmitting and receiving paths. It alsareies the user’s
input data, and the desired device configuration, whetherobthey are
available, suitable, and achievable.

receive_path: This block deals with the received signal just after reicgjv

it from hardware. It is responsible for channel filteringrrea checking,
demodulation, error checking. As for error checking, thametwo built-in
error checking methods. One way is Cyclic Redundancy Check (CR@). T
other one is code access correlation for synchronization.

channel_filter:ls the closest block of the receiving flow graph to the hard-
ware part. We create filter coefficients corresponding todixsred filter
type. Here we use a low pass filter. Furthermore, we can sditfet-

ent windows types such as a Hanning windgw. firdes. WIN_HANN’.
Other windows are available as, Hamming, Blackman, KaisdrElack-
man Harris. The main role for this block is to compensateHerttansmis-
sion channel.

probe: It Computes a running average of the magnitude squared ahéhe
input. The level and indication as to whether the level edseethreshold
can be retrieved with the level and unmuted accessors. Tduk lban be
thought of as carrier power detector.

packet_receive: As its named, this block is for managing the received pack-
ets.

demodulator: This is a demodulation block should be assigned correspond
ing to the modulator in the transmitting path. It is posstblselect different
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types of demodulation as PSK (from 2 to 8), DBPSK (2-8) and Q&AM (
16, 64, 256).

correlator: This block examines its input for specified access codepdne
at a time. It is considered for synchronization purposes ifput data of
this block is: stream of bits, 1 bit per input byte (data in LSB)e output
datais: stream of bits, 2 bits per output byte (data in LSB,iflagext higher
bit).

framer_sink: \Works as a message queue to hold the packet from the physi-
cal layer and then use it ftundling the receive and transmit data flow—
graph.

Then we explainusrp_transmit_path’.

usrp_transmit_path: This block acts asusrp_receive_path’, but for the
transmitting path.

packet iinput: This is the source of data which we want to send. Here we
use 'message_source’ module to convert the received (input) messages into
a stream.

data_modulator: This is a modulation block should be assigned corre-
sponding to the demodulator in the receiving path. It is fixsdo select
different types of modulation as PSK (from 2 to 8), DBPSK (284 QAM

(8, 16, 64, 256).

packet_transmitter: As its named, this block is for managing the transmit
packets.

ampli fier: This block multiply the signal by a desired amplitude to difgp
the signal.

transmit_path: This block deals with the transmit signal before passing it
to the hardware. It is responsible for generating, moduigdind amplifying
the signals.

usrp_options: Performs just agsrp_options in usrp_receive_path.

generic_usrp_tx: This block takes care of setting the hardware (USRP)
configurations. It passes the required interpolation @at&e correspond-
ing DUC, and also decides the de-multiplexer’s value baseldognmany
channels do we have. Power gain, Center frequency are alsmibed in

a flexible way using this block. All the previously mentionedrameters
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can be specified for both daughter boards (DB) A and B. Some of #re
independently assigned for DB A and B, while others must hhgesame
values. All of these parameters are taken from thep_options’ block,
which is entrusted to carefully decides these values.

e Hardware : USRP_TX: This is the receiving Hardware.

Finally we explain handling the receive and transmit data’.

e handling the received and transmit data: In this block we handle both
the transmitted and received data. This block is createchlyypython.
As for the transmitted data we decide which file do we want angmit.
Then we divide the whole file into a suitable number of packetording
to USRP specifications and roles. After that, we attacheddhesgponding
header to the data. Sometime we transmitted an ACK, whiclstakéy
one packet to be transmitted. This ACK packets are organizedigh the
received data handling part. After we create the data/ACKegtaonve pass
it to "usrp_tranmit_path’ to prepare this data to be transmittable through
USRP.
On the other hand, when we receive the packet frapnp_receive_path’
block we separate both header and data in the packet. THitesnss to rec-
ognize whether we received packet is ACK packet or data pa8tatting
from this point we begin the explanation of the simple praubexchange
system for recovering the lost packets. According to thelaewe take one
of the next actions, as follow:

— If the header is for ACK packet; We inform the user that the seet-
sage has been received in the other side correctly.

— If the header is for NACK packet. This happens when the trarsmi
ted packets were lost in the channel; Therefore, we requéstaare-
transmission from the transmitter handler. In this case mhg wans-
mit the lost data.

— If the header is for data packet; We check the packet numitas ithe
last packet we close and save the file. If it is not the last piacke
add it to the receiving matrix.

— If the header is for a lost retransmitted data packet; We atlthe
correct location in the receiving matrix. Then save the file.

This recovery algorithm is explained in Fig.8.4.5.

At last, Fig.8.4.6 shows a summary block diagram for the @mmunica-
tion system.
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Tx

Read data from Transmitting Data
file

QUTPUT & ALK Save 12&% send

Process |e& NACK Get lost indexes and send
array them back to Tx
W
Resend Lost Transmitting | Reassign lost packet
packet Data ¥l tothe receiving
matrix & save to file

~ For all lost packets ‘

Time ACK
OUTPUT |e |

Send ACK |

Figure 8.4.5: The Recovery Algorithm for Lost Packets.

Adding
— Adding CRC
aRging Dividing our and DBPSK | Shaping -
Sgﬁ:‘;e B to packets ] scheme |°| access ENCODER filter aIAmpllﬁerH T |
headers code
Modulator
USRP up
(—-e—lni conversion/
r TRANSMITTER interpolation
USRP
RECEIVER 4 Apc | A{_mux
Checking Root
Saving || 4535 || “our | [Checlin | DBPSK | Clock | raised | |  Dowh
to sink gckets scheme gCRC |ENCODER | recovery | cosine dscImaEan
i headers filter

Demodulator

Figure 8.4.6: The Overall Block Diagram of our communicatsystem, Imple-
mented using GNU Radio.
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8.5 Spectrum Sensor

In this section we explain our GNU Radio based spectrum seb@@ sensor is a
reconfigurable sensor, which has the ability to sense anyruof channels with
any required bandwidth per channel. All it takes is to chatgyparameters. This
sensor works in two modes, Noise calibration and sensingemod

Any sensing period starts by noise calibration mode to detfiéd noise variance
which is necessary to calculate the threshold. Dependingawn accurate do
we want the observed noise variance to be, we should incteaseumber of
averaged samples of the noise. Therefore, this mode istepasgh an option for
increasing the number of iteration independently from #rwssig mode. Before
operating in this mode we should assure that the radio emvient is free from
any signals, especially in the sensed sub-channels. Oeeall available signals
will be considered under the noise level, thus, we will noabke to detect them.
After it finishes the noise calibration mode the sensor goésnaatically into the
sensing mode. There are many factors to be considered fadinigdow this
mode is operating.

e The frequency and time resolution: which decide how many BiR§ and
the corresponding number of sensed channels per one FFK. blbthe
highest sampling rate is considered, for USRP is 8M, conisigem over-
lapping factor is 0.25, and the bandwidth per sub-channkINg then we
can sense up to 6 sub-channels at a time. This sub-channdie cganned
per one chunk. If we increase the overall sensed spectrun®@Qosb-
channels, we have to change the center frequency of theededig 6] = 17
times.

e The overlapping between the sensed channels. The largevénapped
period, till a certain value, the better the sensing, howeéveacreases the
required sensing time.

Figure 8.5.1 shows the flow graph of the sensor. As in the ¢ewsr part each
of these blocks created either by python or C++. In the folhmwve explain the
task of each block individually

e Hardware: The sensed signal comes from the USRP. Then we inputitto a
stream-to-vector transformer.

e s52vu: This block converts a stream of items into a stream of blackgain-

ing nitems_per_block. SO we use it to convert the inputed stream signal to
series vectors (blocks). Each of those blocks have the samefs-FT.
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Figure 8.5.1: The Overall Block Diagram of our Sensing systenplemented
using GNU Radio.

o Windowing: We uselack_man_harris window to smoothen the time sig-

nal. Without using a time window we cannot reduce the leakagke
filter’s frequency response.

e F'F'T: This block computes the forward or reverse FFT, with compiput
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and output. According to the size of FFT and the samplingwegelivide
the whole spectrum into sub-channels.

c2mag: It computes the magnitude and square for the complex input.

bin_statistics_f: This block has many tasks, it can be considered as the
heart of this flow graph, some of these tasks are:

— It keeps track of the signal output of the squaring device.

— It waits for a pre-specified tune delay to make sure that waiobtl
the samples corresponding to the assigned center frequency

— It also waits for a dwelling time, is needed to observe a pecidied
number of samples for averaging.

— Finally, it calls the python’s tuning function to tune andadige the
frequency to the next value (this is effective in case of sgna wide
spectrum).

Sensing, C + + part: This is not a signal processing block, but it is
responsible to deliver the data obtained by the C++ sighalgasing blocks
to the python blocks.

Sensing, Python part: Starting from this block we begin the python part.
It takes the sensed values frohiri_statistics_f’ block.

Calculated Needed Parameters: In this block we discuss some hard-
ware considerations and parameters that affect the specensing pro-
cess. These parameters have variable or fixed values. Samesefvalues
are expressed as:

— Tune Delay Time (1ms default):
To achieve a correct sensing performance we should wait lgy de
time) for the ADC samples of the specified wanted centereglifracy.
This delay occur because of many delays along the digitizgiath
(RF synthesizer, settling time and propagation pipe-FPGA A8B
transferring time).

— Dwell Delay Time (10ms default):
The purpose of this delay time is to stay at the same frequenggt
enough samples to achieve a certain detection sensitiVitg more
we increase this time the more samples we have, to be averthged
improve the performance of sensing.
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— USB Limitation:
As we have discussed in a previous section, USRP is using a USB
micro-controller to interface between the USRP and the USB. po
Because of the speed limitation, the USB cannot keep up wéh th
USRP speed (64 Mbit/sec). This obligates us to use the dgoimat
rate higher than 8, results in a final sampling raté4)//8 = 8M.

e Calibrate Noise Variance: This block is the first block in the process of
sensing. We make sure that there is no primary user’s signalshen start
assembling the noise samples. This is assembling procesgriage over
all sample to get a noise variance as close as possible tedahemne. If we
are sensing a wide bandwidth we separate the bands and thegeaover
all of them. Therefore, this process takes more than it dales iis to scan
all channels.

e Threshold: In this block we use both the estimated noise variance and th
number of averaged samples to calculated the thresholdvexsloy

Q' (Pra)

s ). (8.5.1)

Ythres,FA = O—Z(l +

whered? is the noise variance which has been estimated in a previocis,b
Q is the macrum function and N is the number of averaged sample

e Divide into sub — channels: If we are sensing a wide frequency band,
in this block we divide the samples into different sub-baadd sense each
band individually.

e Averaging & decision: We just average each sub-channel's samples to
find the test statistic. After that we compare the test statis a threshold
to make the decision, either the primary user exist or not.
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8.6 Transceiver and Sensor Results

In this section we show the results of both the transceivdrtha sensor GNU
Radio based devices. Some results are only snap shots of timet command
window, which is to show how the system works. While otherspadgormance
evaluating results.

8.6.1 Transceiver results

At first we show the transmitter with no lost packet. In thiseghe receiver will
receive all the packets correctly and then transmit an ACKeiao the transmit-
ter, which is going to show it in the output command line wiwdd-igure 8.6.1
shows the system parameters and then starting transmitting

iments/abbasi/programming/examples/digital | _ |5 || x

This is the command which start
e I TaTs Python EvenTiandta .
sigsor o/ e e ent = the program and specify the

TRA NSM |TTER necessary parameters: 1.2GHz,

dbpsk, and 0.25 signal amplitude

WITHNO LOSS -1- This is the characteristics of the
U modulator, and the daughter

ol Bitrate : 1k board, notice that ‘set auto (auto
T/R) = True

Demodulator characteristics

L > The configured receiving path characteristics.

Press ‘1’ fo transmit, and then write the

/ name of the file with the extension.
First show how many step is

necessary to transmit the whole file
and some specification for the packet

Stpack O lastpack 4000 one packet Length 4000 overall lenggn

Figure 8.6.1: Transceiver Results, Transmitter side # 1.

Figure 8.6.2 shows the last part of the transmitting pracess

Figure 8.6.3 shows the receiver system parameters anthgtaftthe packet
receiving process.

Figure 8.6.4 shows the last stage of receiving the transdhjiicket. After
finishing receiving it starts to send ACK.

Figure 8.6.5 shows the receiver side going from a receivarttansmitter.

Figure 8.6.6 shows the receiver side when there are losepackhese packets
lost because of the sever fading channel or low SNR envirohme
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TRANSMITTER WITH NO LOSS -2-

onur@vecon3: ~/Documents/abbasi/programming/examples/digital

File Edit View Terminal Help

NOT—tast pa
last 708000 first 794008 Transmitting all packets
.NOT last packet
last 712000 first 768000 .
.NOT last packet Transmitting last packet
last 716000 first 712000

Q pa e

1last 720088 first 716000 The ACK is True, we redeived ACK

-last_packet from the transmitter thiat all packets
last 724000 first 720008

U5 you wanT To TTansaTt7IT ACK pack has been received correctly

acket number is 179 Last packet: False

ACK: True Data packet: False LOST ACK False
i £ :

lostpkt: © lostindex: []
ok = True packet number = 179 n rcvd = 2 n right = ZQ

Figure 8.6.2: Transceiver Results, Transmitter side # 2.

RECEIVER WITHOUT
LOSS-1-

Lx-amplitlude=6.25 -v
time scheduling

5
abpsk mod
100kb7 s

Flex 1200 Tx MIMO B
ed TX Bitrate: 100k Actual Bitrate: 125k
o True

This is how the receiver side start
receiving .

abpsk demad
100kb7 5

: 2
e: A: Flex 1200 Rx MIMO B
: 1ok

False
s LOST ACK False

nrevd = 1 nright = 1
1 Last packer: ralse
packer: 1rae 1051 ACK False
nrewd = 2 nright = 2
fue 1081 ACK False I
revd = 3 moright = 3

ast packet:

3 L False
packet: True LOST ACK False

Figure 8.6.3: Transceiver Results, Receiver side # 3.

Figure 8.6.7 shows the last stage of receiving the lost gack&fter that it
sends NACK to notify the transmitter about the lost packekeerilit receives only
the lost packets.

Figure 8.6.8 shows the last stage of receiving the lost gacieer retransmit-
ting them by the transmitter. Then it transmit an ACK to thesmaitter.
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RECEIVER WITHOUT LOSS-2-

OK = Irue packer numoer =
if header==0x0000

packet number is 175 Last packet: False

ACK: False Data packet: True LOST ACK False Receiving data packet s0:
pktno 1=0

lostpkt: @ lostindex: [] ‘False’ ACK, ‘True’ Data packet,
ok = True packet number = 175 n_rcvd = 183 n_right = 183 ‘. ,

if teide,,;m.mm —— I~ False’ Lost_ACK.

packet number is ast packet: False i i i
ACK: False Data packet: True LOST ACK False Please notice that the lost index is
pktno 1= null when the lostpkt =0;
lostpkt: @ lostindex: []

ok = True packet number = 176 n_rcvd = 184 n_right = 184 ok= True

if header==0x0008

packet number is 177 Last packet: False

ACK: False Data packet: True LOST ACK False
pktno !=0

lostpkt: 0 lostindex: []

ok = True packet number = 177 n_rcvd = 185 n_right = 185
if header==0x0000

packet number is 178 Last packet: False

ACK: False Data packet: True LOST ACK False
pktno !=0

lostpkt: @ lostindey: []

ok = True packet number = 178 n rcvd = 186 n_right = 186

if last pack . R R
packet number is 179 Last packet: True ﬁl This is the last-data information.
ACK: False Data packet: True LOST ACK False

oktno i=0

180

Finish saving

Sending ACK After receiving the last data packet
Sent ACK i .
lostpkt: © lostindex: [] send ACK to the transmitter

ok = True packet number = 179 n rcvd = 187 n right = 187

|

Figure 8.6.4: Transceiver Results, Receiver side # 4.

fle Edt View Terminal telp
£f header=0x0000
packet number is $ Last packet: Fal

e e MULTI TRANSMITTER-RECEIVER

T
ok = True packet msber = 5 mrovd= 6 mright= 6
i 0000

r=oxt
packet nusber i 6 Last packet: False

ACK:  False Data packet: True LOST ACK False

pktno 1=

lostpkt: 0 lostindex: []
wmber= & nrovd= 7 nright= 7

5f header==0x0000

packet nusber i 7 Last packet: False

AcK:  False Data packet: True LOST ACK False

pktno 1=
lostpkt: 0 lostindex: (1

ok = True packet nusber = 7 nrevd= 8 nright= 8
5F header==0x0000

packet nusber is & Last packet: False

ACK:  False Data packet: True LOST ACK False

ktno 120

lostpkt: 0 lostindex: []
ket mmber = 8 nrevd= 9 nright= 9
if last pack P
packet nunber is 9 Last packet: True This is to show how our

ke Fase Data packet: True LOST ACK False

e oo

system transfer from the
receiving side (above frame)

L —— to be the transmitter side

i e s i

i is = 1 file neme birdi.ipg B (below frame)

tr True
steps number 8.0 istpack 0 lastpack 4060 one packet length 3000 overall|Length 3

Finish saving
Sending ACH

lostpkt: 0 lostindex: [
ok = True pocket nusber = 9 nrcvd= 10 nright= 10

T Last packet
Last 8000 first 4000

NoT Last packet

last 12060 first 8600
NoOT Last packet

Last 16000 irst 12000
NoT Last packet

Last 20000 first 16000

backet number 1s 7 Last packet: Fal

ACK 15: Carrectly received the file with packet nuaber: 7
Tostpkt: 0 lostindex: [
ok = True packet number = 7 nrevi= 11 nright= 11

5

Figure 8.6.5: Transceiver Results, Multi-Transmitter-Rezrefunctionality, # 1.

Figure 8.6.9 shows the transmitter side after receiving NAKGH it retransmit
only the lost packets, using their sent indexes. Finallsgceives ACK from the
receiver side.
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file Edit :uew :mma Help
if header==0x00

packet nusber is - packet: False
Ack: _False Data packet: True LOST ACK False
T

B

lostpkt: 6 lostindex: []
ok = True packet number = 4 nrovd= S nright= 3
i header==0x0000

packet nunber 15 5 Last packet: -1-
ACK: False Data packet: True ot A(K False

pitno 18

lostpkt: 1 lostindex: [3]

Y e s (LOOSING PACKETS)

packet number is 7 Last packet: False

ACK: False Data packet: True LOST ACK False
pktno 120

lostpkt: 2 lostindex: [3, 6]

ok = False packet number = 7 nrovd= 7 noright= S| .
i1 header==ox0000 As we can see here, this is

packet nusber is 8 Last packet:

Lse
ACK: False Data packet: True m? ACK False the case when the receiver
oo 12
ii‘f”?ém’;?iéi"“‘; A ke il start loosing packets. We
if h

ket e a3 i ket alee / store the lost packet indexes
ACK: False Data packet: True LOST ACK False X
pkino 19 in an array to send LOST-ACK

UBtohs: At 15,0 7, 8]

ok = False packet number = n_revd = 9 n_right = 5| R

i1 nescere—orooos e to the transmitter after
packet nusber is 10 Last packet: False L

ACK: False Data packet: True LOST ACK False receiving all packet.

pktno !=0

Lostpkt: 5 lostindex: [5, 6 7 8, 9]

ok = False packet nunber = nrod= 10 nrignt= 5| B

if header==0:0000
packet nusber is 12 Last packet
R0K: False Data packet: True LOST ACK False

pitno 1=
lostpkt: 6 Lostindex: 3, 6, 7, 8, 9, 10]
ok = False packet number = 12 nrcvd= 11 nright=

if header==0:0000
packet nusber is 13 Last packet: False
ACK: False Data packet: True LOST ACK False

pitro 10

lostp: 7 lotindexs 15,8, 7, 8, 8, 16, 11

ok False packet. maber 12 nrigt= 3
i header==0xo0¢

packet nusber is i st packet
ACK: False Data packet: True LOST m( False
pktno 1=

ok = True packet number = 14 nrovd= 13 nright= 6
i header==0¢0000

packet nusber is 15 Last packet

Ack: Fase Data packet: " True LOST ACK False

nictna 1=

Figure 8.6.6: Transceiver Results, Receiver side with Loskéta # 1.

5+ header==oxo000

Ack: False Data packet: True LOST ACK False

oktno 10

lostpkt: 11 lostindex: [S, 6, 7, 8, 9, 10, 11, 13, 14, 16, Zn]
ok Tie pocket msber = 46 h v’ 47 ' rignt

if
ol o —
Rck:  ralee-bata packet: Trve tosT AK False -/ -
b
TR

gk Tl 154 78, % W, 1, 04, W,
ok = True packet number = 49 n_rcvd'= 48 n_right LOOSI N G PAC KETS
ACK: False Data packet: False LOST ACK False

t if

s
losepke: 13 lontindew: (3.9, 7. 8, % . 1. 2 . . )

= True packet number = 5 nrcvd= 49 n_right'= 38

packet nunber 1s 6 Last packet

Fatse
ACK: False Data packet: False LOST ACK False
I'n in lost data packet if

Lost packet index 1s: 6 Finish receiving the first transmission
ostpkt: 11 lostindex: (s, 6, 7, 8, 9, 10, 11, 13, 14, 16, 26] .

e e e i M W with some lost packets

Rk False Data packet: False LOST ACK False

lostores 11 Toskindex: (5, 8, 7, 8, 5. 16, 11, 13, 14, 16, 281 Send the lost-ACK to the transmitter to
R e A g ) )
acket nmoer ' » - retransmit the lost packet with the sent

packet number is 8 Last packet: False
ACK:  False Data packet: False LOST ACK False

Lent pochet ingme 1se B indexes
oot ot 1, 0,7 03 30,20, 33 1,30, 20
g b S =

packet number is 8 Last packet:
Rk False Data packet:  Fatse LOST ACK False

o in ost data packet 17
Rertfts I Tostnse” (5,6, 7,5, 5. 30,1, 3, 3, 3, 201 \>| Start to receive the retransmitted
e R S f

rignt

pocker e 1310 Last pocker: False packets

astpls I8 lontiudoms. 5, 7% 6 & T, W 2, W 30
k = True packet number = 10 nrcvd = 54 n_right

packet number is 11 Last packet: False

ACK:  False Data packet: False LOST ACK False

I'n in lost data packet if

lost packet index is: 11
astpht: 31 lostindex: (5.8, 7. 8, 9 W, 11, 1. 4. 8, 01
e Thik ket et = 11 Afio= B AU

Lost packet index is: 13
ostpkt: 11 lostindex: (3. 6, 7. 8, 9, 10, 1, 1. 1. 36, 201
e gocket oumber = 13 0 rivd'= 56 n_cight'= 43
Da(Ket numtr 34 e st
e Data packet: 'Fatse L0ST AcK False
% 1n tost data packet i

Figure 8.6.7: Transceiver Results, Receiver side with Losk&a # 2.

8.6.2 Sensor Results

In this subsection we are going to start by showing the conahiiswie window

environment of the sensing process. Then we show resultatfi@ing the total
observation time of sensing 102 channels versus the Dwgelhme. After that, we
show the results of evaluating the USRP sensitivity versesittmber of averag-
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n Tost data packet if

1
lostokr: 11 Testindex: [, e, 7, . 3 W, 1. 33 4. 38, 3

ok = True packet number = n_rcvd = 's6 n_rignt

oacbat puMkar 157 et phchidts Fatoe

ACK: False Data packet: False LOST ACK False
I'm in lost data packet

Uit e den 2aC 7
lostpt: 11 lostimies: 3, S, 7, %; %, W, 13, 1% 14, 35, W) -
g packet number = 7 ol T L

LOOSING PACKETS
lostpkt: 11 lo: x [ 7, 8, 9, 10, 11, 13, 14, 16, 20]

False
LOST ACK False

. 8,5, 10, 11, 13, 14, 16, 20]
L o . )
e This output shows the receiver after
k. Fatse Data packer: Felse LOST ACK False

I'm in lost data packet 17 receiving all retransmitted lost packets.

lost packet index is

lostpkt: 11 lost: nd: [s. 6, 7, 8, 9, 10, 11, 13, 14, 16, 20] . . .
R+ TS GethET mebcrs | U WAL A AERCS AR Then sending ACK that the receiving is
acket numCr 1 11 ast packet: "Fiise

False Data packet: False LOST ACK False finished

lost packet index is: 11
lostpkt: 11 lostindex: [5, 6, 7, 8, 9, 10, 11, 13, 14, 16, 26]
11 norevd = 55 noright = 43

alse
ACK: False Data packet: False LOST ACK False

lostpkt. 11 lostindex (5, 6, 7, 8, 9, 10, 11, 13, 14, 16, 20]
ok = True packet number = 13 nrivd = 6 n_right = 43
packet number is 14 Last packet: False
ACK: False Data packet: False LOST ACK False
I'n in lost data packe:
lost packet index is 14
lostpkt: 11 lostindex: IE, 6, 7, 8, 9, 10, 11, 13, 14, 16, 20]
True packet number = 14 n_revd = 57 n_right 4y 46

packet number 15 16 Last packet: False

e Data packet: False LOST_ACK False

5
lostpkt: 11 lostindex: [, 6, 7, 8, 9, 10, 11, 13, 14, 16, 20]
ok = True packet number = 16 n rcvd = 58 n_right = 47
packet number is 20 Last packet: False

ACK: False Data packet: False LOST ACK False

I'm in lost data packet if

lost packet index is

Receive the last lost packet 20

as

Finish saving
Sending ACK

Sent ACK g
Tostpkt: lostindex: [5, 6, 7, 8, 9, 10, 11, 13, 14, 16, 20]
b g B s e o i e 7 g

Figure 8.6.8: Transceiver Results, Receiver side with Losk&ta # 3.

Fle Edt View Jerminal telp

last 128000 farst 124060 -
NOT last packet

Tast 132000 first 128000

o ~ SENDER AT THE
XETRANSMITTING STAGE

NOT last packet
Tast 144000 first 140008
NOT last packet

Tast 148000 first 144060
NOT last packet

last 152000 first 148000
NOT last packet

Tast 156000 first 152000
NOT Last packet

Tast 166000 first 156060
NOT last packet

Tast 164000 first 160000
o

X

7

last 168000 first 164000
t

last 172000 first 168000
NOT last packet
Tast 176000 first 172000
NOT last packet
last 180000 first 176060

o A o We show here how the

oot 1osoon Fhest 184000 ! -

Loot 199606 Facst 189000 transmitter receive the lost-

NOT last packet F .

e a1 \ ACK packet from the receiver,
Liat e o o | then start to retransmitting

data to the receiver again. At
the end receiver ACK.

feioiin
Do you Nant to TranSRITIIT LOST-ACK pack /
packet number is 49 Last packet: Fal:

A Fatse Data packet: ' False LOST AGK True

lost index integer: [S, 6, 7, 8, 9, 10, 11, 13, 14, 16, 20]

Length of lost index integer: 11

Sending lost index integer: 6
Sending lost index integer: 7
Sending lost index integer: 8
Sending lost index integer: 9
Sending lost index integer: 1
1
1
|
jt
2

Sending lost index integer:
Sending lost index integer:
Sending lost index integer:
Sending lost index integer:
Sending lost index integer:

- z
ok = True packet number = 49 nrevd= 1 nright= 1 F
:

packet_number T 26 o5t packer
ACK: True bata packet: False LOST ACK False

ACK is: Correctly received the file with packet number: 20
lostpkt: @lostindex: (]

ok = True packet musber = 20 nrovd= 2 nright= 2

Figure 8.6.9: Transceiver Results, Transmitter side witlstLiBackets ACK
(NACK)# 1.

ing samples. At last, we present the result$pfversus received power (dBm).
Figure 8.6.10 shows the sensor in noise calibration modeneSwotes are
needed here:

e a. This command start the sensing from 1.2 GHz to 1.22 GHz.
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Marning: integer

ationwarning: integer argument expected, got float

cusly to: 1219500000.0
e NOISE Power is: 611296.231052

=

sLy to: 1201500000.0
NOISE Power is: 242219. 727115

cy contincusly To: 1204500000.0

55555

®.1
:  56.4648469609

Figure 8.6.10: Sensing Results / Noise calibration mode.

e b. This is an array of all the center frequencies which aregao be
scanned.

e C. This is the stage where we measure the energy of the norget tihe
noise variance value.

Figure 8.6.11 shows the sensing mode with no PU occupyingtthenels. It
tunes the center frequency to scan the required channels.

Figure 8.6.12 shows the sensing mode with PU occupying stiarenels and
not occupying others.

Table 8.6.1: Sensor Parameters for Evaluating Sensing. Time

Parameter Name Value

FFT size 5120/10240
Decimation rate 8

# Tuning steps for 100 MHz 17
sampling Freq 6Mbit

Considering the system parameters presented in Table Bi§.8,6.13 evalu-
ates the total observation period (msec) versus the dweillime (observation per
one chunk). We can see how the total observation periodaseseby increasing
the dwelling time for one chunk.

We changed the system parameters (for simplification) tslstawn in Table
8.6.2. Then, in Fig.8.6.14 we evaluate the systemwversus the received power.
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Iprogramming/examples/usrp

Eile Edit Miew Jerminal Heip
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Figure 8.6.11: Sensing Results / PU Detection with no PU s$igoeupying the
channels.
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Figure 8.6.12: Sensing Results / PU Detection with PU sigoalipying the some
channels.

To be able to obtain an exal}, we had to start by fixing the reél- . From Fig.
8.6.14 we confirm that for-86 dBm we get aroun@.8 Pp. This means that we
need more samples to improve the performance, and be abéteotd 100 dBm

83



Results for Sensing time
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Figure 8.6.13: Sensing Results / Total Observation Timeugene Dwelling
Time.

Table 8.6.2: Simulation Parameters for GNU Radio Based S€i50N.S Re-
ceived Power).

Parameter Name Value

# used antennas 1
Averaging samples 1000
Dewlling Time 7msec
# sent samples/one probability valua.000
Averaged samples for 50000
estimating the noise variance

Actual Pr 4 0.1
USRP Compensated Gain 45 dB
Bandwidth per chunk 250KHz
# of Sensed sub-bands 100
Sub-band Bandwidth 250KHz

signal level.

Figure 8.6.15 we evaluates the sensor sensitivity levelugthe number of the
averaged samples. Consider the Y-Axis values is the SNR @),-idfollows the
same parameters of table 8.6.2 without fixing the 7&al. We can confirm that
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Figure 8.6.14:Pp versus received power dBm for GNU Radio based sensor.
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Figure 8.6.15: Sensing Results / USRP sensitivity levelsugs#sAveraging Sam-
ples

by increasing the number of averaging samples the semgitviel decreases and
therefore the sensor can sense more low level PU signal. réidts is realistic
since we gather more signal’s energy. The fluctuating in libygesof this curve is
caused by two factors:

e Not enough averaging time per sensed sub-channel.

¢ Not fixed real False Alarm probability.
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Chapter 9

Conclusion

Finally, we conclude this thesis by pointing to the fact tha&t mostly achieve
the objective of this research, which is using multi-antenfor blind spectrum
sensing in cognitive radio. In this paper we proposed tweehsghemes for pri-
mary user detection using multi-antennas. Using multeanas we achieve di-
versity plus combining gain, and utilizing two new ideasdzhen both EGC and
MRC we managed to achieve blind detection. The first proposkdnse based
on EGC, it selects equal gain antennas’ weights, and we cQUAL scheme.
Using QUAL weights creates a problem of varyify 4, because we select the
maximum branch out of multiple (equal to the number of wesgithes number
of antennas). Therefore, we had to derive a new threshoketlhas extreme value
distribution to fix thePr4. The second proposed scheme is by considering the
fact that the eigenvectors of the received variance matecarresponding to the
MRC weights. At the end, the simulation results show that tew proposed
schemes achieve a diversity combining gains without thes®ty of the channel
information. After we finish the theoretical part of this easch, and using a pri-
mary candidate for deploying SDR systems called GNU Radianwpéemented
both communication and sensing SDR systems. We derivecktistisity of the
sensor versus the number of averaging samples and the SBIR lev
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Appendix A
Install GNU Radio

In this section we discuss the installation of GNU Radio. W# twy to be as

direct as possible to reach the target point, so it is adigstitat the reader is
familiar with Ubuntu system. There are two ways to install GRadio on your

PC. [18]

e Download the packages from GNU Radio website and compile th&m
are not explaining this method, because we did not use itimngtallation.

e Using the already compiled binary package. In the followivegare going
to explain this method.

At the beginning we mention some pre-requisites packagedatkto be taken
care of before the installation of GNU Radio binary packages.

e Development Tools (need for compilation)
— g++
— subversion
— make
— autoconf, automake, libtool
— sdcc (from "universe”; 2.4 or newer)

— guile (1.6 or newer)
— ccache (not required, but recommended if you compile fretiye

e Libraries (need for runtime and for compilation)
— python-dev
— FFTW 3.X (fftw3, fftw3-dev)
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— cppunit (libcppunit and libcppunit-dev)

— Boost 1.35 (or later)

— libusb and libusb-dev

— wxWidgets (wx-common) and wxPython (python-wxgtk2.8)

— python-numpy (via python-numpy-ext) (for SVN on or after0Z0
May-28)

— ALSA (alsa-base, libasound2 and libasound2-dev)
e SWIG
e QWT

To install the needed packages you first update the local dpkfe using the
command

$ sudo apt-get update
We used Ubuntu-Karmic 9.10, then the installation usingrmamd line will be as

sudo apt-get -y install swig g++ automake libtool python-tlefftw3-dev \
libcppunit-dev libboost1.38-dev libusb-dev fort77 sddceslibraries\
libsdl1.2-dev python-wxgtk2.8 subversion git-core gtil8-dev\
libgt4-dev python-numpy ccache python-openg! libgslO-ge
python-cheetah python-Ixml doxygen qt4-dev-tools

libqwt5-qgt4-dev libqwtplot3d-qt4-dev pyqt4-dev-tools

Then we install QWT 5.0.2 using commands

$ sudo wget http://superb-east.dl.sourceforge.nettsbonge/qwt/qwt-5.0.2.tar.bz2
$ sudo tar jxf gwt-5.0.2.tar.bz2
$ cd gwt-5.0.2

Be carefull that the source URL might change from time to timewNdit qwt-
config.pri. Change the unix version of INSTALLBASE” to "/usycal”. Change
"doc.path” to "$$INSTALLBASE/doc/gwt”. Then,

$ sudo gmake

$ sudo make

$ sudo make install
$cd ..
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After that we install Boost package. After we download bobsX7 0.tar.bz2
from boost.sourceforge.net and unrar it as we have done@XUT. After that,
we follow the following commands

$ cd boostl 37.0

$ BOOSTPREFIX=/opt/boostl_37_0

$ ./configure —prefix=$BOOSPREFIX —with-libraries=thread,datéme,programoptions
$ sudo make

$ sudo make install

$cd..

Installation of GNU Radia

For installing GNU Radio packages, we follow the binary pagkastallation.
At first please make sure that you un-installed any compilddU@Radio pack-
ages using the following command

$ sudo make uninstall

Then, to track the stable release branch, insert the fatiguvi the deb manager.
deb http://gnuradio.org/ubuntu stable main

deb-src http://gnuradio.org/ubuntu stable main

To track the unstable release branch, insert the following.

deb http://gnuradio.org/ubuntu unstable main

deb-src http://gnuradio.org/ubuntu unstable main

Then update the package list using

$ sudo aptitude update

Finally, we Install the GNU Radio packages using,

$ sudo aptitude install gnuradio gnuradio-companion
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At this point you will probably face many dependent packagessolve this prob-
lem, use the package manager in your Ubuntu release (in sarices Synaptic

Package Manager) to un-install the conflict packages anadllitise required cor-
rect release packages.

Now GNU Radio is installed, however for a regular user to be abluse it
freely we have to create a group for this user as following.

$ sudo addgrouprt USERNAME>usrp
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Appendix C

Simulation Program

After the Acknowledgment page, the simulation program tachited.
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