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PAPER

Designing and Evaluating Presentation Avatar for Promoting
Self-Review

Keisuke INAZAWA†, Nonmember and Akihiro KASHIHARA†a), Senior Member

SUMMARY Self-review is essential to improving presentation, partic-
ularly for novice/unskilled researchers. In general, they could record a
video of their presentation, and then check it out for self-review. How-
ever, they would be quite uncomfortable due to their appearance and voice
in the video. They also struggle with in-depth self-review. To address
these issues, we designed a presentation avatar that reproduces presenta-
tion made by researchers. The presentation avatar intends to increase self-
awareness through self-reviewing. We also designed a checklist to aid in
a detailed self-review, which includes points to be reviewed. This paper
also demonstrates presentation avatar systems that use a virtual character
and a robot, to allow novice/unskilled researchers as learners to self-review
their own presentation using the checklist. The results of case studies with
the systems indicate that the presentation avatar systems have the potential
to promote self-review. In particular, we found that robot avatar promoted
engagement in self-reviewing presentation.
key words: self-review, presentation skill, avatar, robot, engagement

1. Introduction

For researchers, presentation is a must-do activity. They
must consider not only what to present but also how to
present with non-verbal behavior (called presentation be-
havior) involving gesture, gaze, and paralanguage. Presen-
tation behavior is particularly critical for effectively com-
municating the presentation contents.

The presentation also requires that researchers practice
their presentation to improve it before the actual presenta-
tion. There are two types of rehearsal: peer rehearsal and
self-rehearsal. During peer rehearsal, researchers could get
feedback on their presentations from peers, including more
skilled lab members [1]. Self-rehearsal, on the other hand,
involves researchers reviewing their presentations by them-
selves to identify points that need to be modified.

In this work, we look at how to help novice or unskilled
researchers as learners self-review their presentations, par-
ticularly presentation behavior [2]–[4]. Although the most
common way for them to self-review is to make a presenta-
tion to themselves on their PC, they must also review. On
the other hand, there is another option: learners could record
a video of their presentation and then review it. Although
it allows them to direct more efforts to review, they would
be quite uncomfortable due to their appearance particularly
face [5], [6] and voice in the video [7]. This uncomfortable-
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ness prevents the learners from self-reviewing their presen-
tation. In our previous work [2]–[4], in addition, we have
ascertained that novice/unskilled researchers had difficulties
in self-reviewing due to their insufficient knowledge about
what to review.

This paper proposes a presentation avatar (P-Avatar for
short) to address these issues. P-Avatar stands in for learn-
ers, and reproduces their presentation, including their pre-
sentation behavior. On a computer interface, it appears as a
virtual character. We also use a communication robot with a
head, hand, and body as a P-Avatar to more apparently em-
body presentation behavior. P-Avatar allows learners to self-
review their own presentation behavior without feeling un-
comfortableness because the avatar’s appearance and voice
can be changed from their original [2]. Such discomfort-
free self-reviewing allows them to promote their awareness
in self-reviewing. We also used a model of research pre-
sentation behavior that we designed to prepare a check-
list with points to review [8], which allows for model-based
self-review of presentation behavior.

This paper describes two P-Avatar systems that we de-
veloped using a virtual character and a robot as P-Avatar.
These systems enable learners to use the checklist to self-
review their own presentation behavior. In addition, this pa-
per reports two case studies (study I and study II). The pur-
pose of study I was to ascertain whether a P-Avatar using
a virtual character could promote model-based self-review
over self-review with a presentation video. The purpose of
study II was to determine the difference of effectiveness be-
tween virtual character and robot as P-Avatar.

2. Self-Review

2.1 Self-Review in Presentation Rehearsal

In this work, we look at presentation rehearsal as a cyclic
process with three phases: preliminary presentation, re-
view, and modification. During the preliminary presenta-
tion phase, learners practice their presentation using a pre-
sentation document (P-document for short), such as Power-
Point/Keynote file. During the review phase, they receive
peer reviews or check their presentation out on their own to
determine which points need to be modified. During the
modification phase, the learners use the review results to
modify the P-document, oral explanation, and non-verbal
behavior (gesture, face direction, paralanguage, etc.). Be-
fore the actual presentation, the learners can improve their
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presentation by repeating these phases.
Among these phases, we focus on self-review. Al-

though peer review is an effective way to improve presenta-
tion, conducting self-review before peer review has the fol-
lowing advantages in both reviews. First, peers could direct
their attention to more important aspects of the presenta-
tion because learners are expected to identify minor flaws
in advance through self-review. This helps to improve the
quality of peer review. Second, learners could benefit from
a comparison of the results of self-review and peer review.
This causes them to become aware of points that need to
be modified, which they had overlooked during self-review.
It also enables them to discover the shortcomings of their
self-review and unknown review points. Learning from the
comparison accordingly contributes to improving skills in
self-review. Such skill improvement enables learners to bet-
ter modify their presentation on their own. As a result, self-
review is essential, particularly for novice/unskilled learn-
ers [2].

Learners are also expected to review their own pre-
sentation from the perspective of the audience during self-
review. They must specifically review non-verbal behavior
such as gaze, gesture, paralanguage etc., because it is crit-
ical to present the research contents as slides with oral ex-
planation in research presentations to engage the audience’s
attention and promote their understanding. This requires the
proper application of such non-verbal behavior [8]. It is re-
ferred to as presentation behavior.

The common way for learners to self-review is to make
a presentation to themselves with their PC. However, it is
difficult to review their presentation because they must make
and review it at the same time. On the other hand, if learners
record a video of their presentation and then review it, they
may be able to devote more efforts to review. However, their
appearance (particularly face) and voice in the video would
cause them uncomfortable feelings [2], which would also re-
sult from a discrepancy between the expected and recorded
appearance/voice [5]–[7]. It is difficult for them to look back
on their own presentation with such uncomfortableness.

Even if they were able to overcome uncomfortable feel-
ings, there would be a limit to reviewing themselves objec-
tively, i.e., from the perspective of the audience. According
to Grez et al., assessment of oral presentations by peer learn-
ers had a positive relationship with assessment by teachers,
but self-assessment of oral presentations by learners was
significantly different from assessment by teachers [9]. Fur-
thermore, in our previous case study, learners were unable
to self-review their presentation in detail due to a lack of
knowledge about what to review [2]. It is difficult for learn-
ers to identify points for modification in self-reviewing as a
result of these issues.

With a focus on presentation behavior, we designed P-
Avatar to reduce uncomfortable feelings to promote objec-
tive review [2]. We also designed a checklist based on a
model of research presentation behavior that indicates what
learners should look for in their presentation behavior.

2.2 Related Work

Related work on supporting presentation self-rehearsal has
mainly addressed how to automatically analyze nonverbal
behavior and oral explanation from motion capture and pre-
sentation voice data. Kopf et al. [10], Schneider et al. [11]
and Chollet et al. [12] proposed systems that analyze non-
verbal behavior and present the results as feedback during
their presentation. Trinh et al. [13] and Melinger et al. [14]
also proposed systems that recognize gesture or oral expla-
nation to provide verbal feedback via robot after their pre-
sentation. Furthermore, Chollet et al. proposed a system that
uses an audience agent to enhance learners’ engagement in
presentation [12].

The information recognized by these systems appears
to be instructive for presentation enhancement. How-
ever, these systems do not explicitly address how learners
should self-review and how they should improve their self-
reviewing skills. Zhao et al. proposed a system that pro-
vides feedback based on statistical data of non-verbal be-
havior analyzed after the presentation and allows learners to
view the presentation video with the analyzed information.
However, they would still have difficulty gaining awareness
of points to be modified because the system provides no sup-
port for reducing uncomfortable feelings caused by looking
at their appearance and listening to their voice during the
self-review process.

The P-Avatar proposed in this paper is not intended to
present data of non-verbal behavior recognized as feedback,
but rather to allow learners to review their presentation in a
self-directed and model-based manner to gain their aware-
ness of points that need to be modified.

3. Self-Review with Presentation Avatar

3.1 Presentation Avatar

P-Avatar was designed to address issues with self-reviewing
presentation behavior [2]. P-Avatar is an avatar that repro-
duces learners’ presentation as if it were made by another
person. Such reproduction enables them to self-review their
presentation behavior without experiencing any uncomfort-
able feelings. This helps to increase their awareness of
points that need to be modified in their presentation. P-
Avatar is currently being considered as virtual character run-
ning on a computer interface or communication robot. P-
Avatar has some requirements for encouraging self-review.
First, the appearance and voice of P-Avatar need to be com-
pletely different from learners’ ones so that they do not re-
ceive any uncomfortable feelings. Second, P-Avatar must
maintain their utterance and reproduce their non-verbal be-
havior as precisely as possible for learners to properly self-
review.

In contrast to a virtual character such as a P-avatar, the
robot has physical embodiment, which allows it to repro-
duce presentation behavior using its body. Such reproduc-
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Fig. 1 Model of research presentation behavior.

tion allows for a more visible expression of face direction
and pointing gesture. According to related work on com-
paring robots and virtual characters, robots provide a more
acceptable embodiment of humans than virtual characters.
Cory D et al. pointed out that a robot was more engaging,
credible, and informative in interaction with a human than
a virtual character because of its physical embodiment [15].
Tanaka et al. reported that the robot was highly visible and
that its motion with a pointing gesture would be effective in
directing human attention [16]. According to Goto et al., the
robot expressed clearer face direction and a stronger impres-
sion of watching a presentation [8]. Based on these findings,
we can say that the physical embodiment of a robot pro-
motes engagement in self-reviewing. Another related work
on engagement in learning suggests that engagement moti-
vates learners to acquire knowledge [17], [18]. In addition,
motivation related to engagement influences the accuracy of
self-assessment [19].

Regarding the motion of the P-avatar, the virtual char-
acter is capable of reproducing continuous motion of ges-
tures made by learners. As a result, it could provide more
accurate reproduction. In the case of the robot, however,
continuous gesture motion is segmented and transformed
into robot gestures. But, the original motion could be made
more discriminatory.

3.2 Model of Research Presentation Behavior

In order to encourage self-review, we provide learners with
a checklist that indicates what they should review. To pre-
pare the checklist, we use the model of research presenta-
tion behavior with slides as shown in Fig. 1, which we have
designed by consulting a number of related works on pre-
sentation [8], [14], [20]–[22].

In general, non-verbal behavior, such as gaze, gesture,
face direction, or paralanguage, is used during presentation
to explain and supplement slide/oral contents. Such presen-
tation behavior should also be conducted in accordance with

Table 1 Checklist for self-review.

the presentation intention [20]. It is particularly important
in a research presentation to draw the audience’s attention
to and promote an understanding of important points that
presenters like to make.

In the presentation behavior model, we classify pre-
sentation intention for research into two: engaging atten-
tion to contents and promoting an understanding of con-
tents. The model, as shown in Fig. 1, is composed of three
layers: the intention of presentation behavior, the behavior
category, and the basic components of presentation behav-
ior. The model shows how presentation intention can be
achieved through presentation behavior involving a variety
of their components. For example, if a learner wants to
draw the audience’s attention to the slide contents, he/she
could use non-verbal behavior for calling attention, which
includes several components such as highlighting the im-
portant parts of the slide as text decoration, pointing to them
as deictic gesture, increasing voice volume for them as par-
alanguage, and so on. This non-verbal behavior for achiev-
ing these presentation intentions has been theoretically vali-
dated in related work on presentation. In our related work on
robot lecture, we established a model of non-verbal behav-
ior for lecture that includes the same presentation intentions
as research, which allows the robot to conduct its lecture
behavior and control learners’ attention [23].

Following the model of research presentation behavior,
we have prepared a checklist for self-review as shown in
Table 1, which includes points to be reviewed. Using this
checklist during self-review, learners can determine whether
they use presentation behavior to control attention to slide
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contents, behavior to promote an understanding of important
points in slides, and so on. They can also determine the
suitability of the slide/oral contents based on their intended
use. This allows them to raise their awareness of points that
need to be modified in their presentation.

4. Presentation Avatar System

4.1 Framework for Self-Review with P-Avatar

Figure 2 shows the framework for self-review with P-Avatar.
The main purpose of P-Avatar is to allow learners to conduct
model-based self-review with the checklist. P-Avatar first
records and captures learners’ presentation and then repli-
cates their presentation behavior within the basic compo-
nents of the presentation behavior model. They are expected
to become aware of points that need to be changed in their
presentation behavior.

We have developed two systems, which promote self-
review with virtual character (VC self-review for short) and
the one with robot (Robot self-review for short). We use
Sota [24] of Vstone Co., Ltd. as the robot. Let us explain
these systems in the following.

4.2 VC Self-Review System

Unity Technologies are used to implement the VC self-
review system [25]. The system records and captures the
presentation learners make using Kinect [26] as input de-
vice, as shown in Fig. 3. The current system uses a CG
model of Sota as a virtual character (VC) in reproducing
the presentation with the captured data, shown in Fig. 2. We

Fig. 2 Framework for self-review with P-Avatar

Fig. 3 Presentation

use the virtual Sota to compare with Sota as a robot. It has
8 joints, which are the same as Sota.

Let us show how to reproduce the presentation using
the VC. The system displays the slides in the user interface
using a PPT file. The system displays a slide when learners
begin the presentation as self-rehearsal. When they change
the slide to the next or previous one using the keyboard, the
system captures the timing. When they demonstrate anima-
tion in a slide, the system also captures the timing of the ani-
mation. Kinect records their movement including hand ges-
tures, face direction except for facial expression, and body
direction with position coordinates of 25 joints they have.
The frame rate of Kinect is 30 fps. It also records their oral
explanation.

When the learners have completed the presentation,
the system generates a video using the recorded and cap-
tured data, in which the VC reproduces the presentation.
In the presentation reproduction, the system extracts mo-
tion data of the 8 joints from their movement recorded by
Kinect, and operates each joint within the motion range that
is wider than Sota. In terms of oral explanation, the sys-
tem also transforms voice tone by adjusting the fundamen-
tal frequency and formant frequency values. Voice height is
determined by the fundamental frequency. The formant fre-
quency also indicates resonance determined by the shape of
a vocal tract or an oral cavity, and characterizes individual
voices.

When the learners replay the video, their captured
movement is projected as the VC’s movement, as shown in
Fig. 2. For movement projection, the Kinect Examples with
MS-SDK tool [27] is used. Due to the limitation of the cur-
rent CG model, the VC attempts to reproduce the captured
gesture, face direction, and body direction as precisely as
possible. The presentation slides and animation are demon-
strated in the captured timing.

4.3 Robot Self-Review System

Robot self-review system is implemented with C#. It
records and captures learners’ presentation with a PPT file
in the same way that the VC self-review system does. Robot
reproduces their presentation behavior using the recorded
and captured data, reproducing the captured gesture, face
direction, body direction, and utterance as precisely as pos-
sible, and changing the voice tone. Since Sota does not have
fingers, in addition, counting gesture as metaphoric one is
not reproduced.

Sota has 8 joints in total, including the neck (yaw, pitch
and roll), shoulder, elbow, and hip. From the data of these
joints recorded and captured by Kinect, the system gener-
ates data for robot movement as a text file in real-time dur-
ing presentation recording. Each joint angle is included in
the data for robot movement. The captured face direction
is used by the system to calculate the angle of Sota’s neck.
From the captured position coordinates of shoulder, elbow,
and hip, the system calculates the angle of shoulders. The
angle of its elbows is calculated using the captured posi-
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tion coordinates of shoulder, elbow, and wrist. It also calcu-
lates the body direction from the captured shoulder position
coordinates. The temporal change in the angle calculated
for each joint is used as the velocity of joint motion. The
data of angle and velocity is rounded within Sota’s motion
range, which is transformed to the data used by servomo-
tor of each joint Sota has. The Kinect-equipped microphone
also records learners’ oral explanation. The system trans-
forms the voice tone in the same way that the VC self-review
system does.

When the learners finish their presentation, the system
generates the recorded data of slide and animation transition
timing, robot movement, and voice data. It is used by the
robot to reproduce the presentation.

In order to allow Sota to reproduce presentation prop-
erly, it is necessary to maintain the positional relationship
between learners and a display showing presentation slides.
We accordingly calibrate display position, Sota’s position,
face direction, and pointing gesture before presentation by
learners is recorded. We first ask learners to turn their face to
slide or to audience and to point to the upper/middle/lower
part of displayed slide. These face direction and pointing
gestures are projected on Sota in real time. Checking the
projected face direction, we calibrate the positional rela-
tionships between the display and Sota. Then, checking the
pointing gestures, we calibrate the distance between the dis-
play and Sota, and the size of displayed slide.

When the learners self-review the presentation, the
recorded gestures are projected as robot movement simul-
taneously with the transformed voice. Sota reproduces ges-
ture, face direction, and body direction as precisely as pos-
sible within the constraints of Sota’s movement. The con-
strained movement helps them detect points to be modified,
but they could not always recognize the detected points as
defects of their own presentation behavior due to the shape
of Sota and its movement. In order to prevent this as much
as possible, the learners are asked to identify the movement
of Sota as their avatar conducting their own presentation be-
havior before self-review with Sota. The presentation slides
are displayed on a windowed version of PowerPoint, which
receives data about slide and animation transition timing
from Sota via WiFi and performs the transition. During self-
reviewing, learners can pause and replay the reproduction
using a browser-based controller.

5. Case Study

There were two case studies. In case study I, we compared
VC self-review and self-review with presentation video. We
also compared VC self-review and Robot self-review in case
study II. In each study, the P-Avatar used for VC self-review
was the same.

On the same day, all participants took part in both case
studies. Study II was conducted first, followed by study I.
There are two reasons for this order. To begin with, modified
points to be noticed by participants would be less in the sec-
ond study than the first because they could improve presen-

Fig. 4 Procedures of case studies

tation in the second study after experiencing model-based
self-review in the first study even though the presentation
contents in the two studies are different. Second, the dif-
ference in modified points between two conditions in each
study is expected to be smaller in study II than in study I be-
cause the difference between the two conditions in study II
is the presence or absence of P-Avatar’s embodiment. We
conducted study II before study I to make the difference
between VC self-review and Robot self-review as clear as
possible, though we report in the order of study I and then
study II in the following. Figure 4 shows the procedure of
each case study.

5.1 Comparing VC Self-Review and Self-Review with
Presentation Video

(1) Purpose

We investigated whether a VC as P-Avatar could promote
model-based self-review of presentation behavior rather



INAZAWA and KASHIHARA: DESIGNING AND EVALUATING PRESENTATION AVATAR FOR PROMOTING SELF-REVIEW
1551

than presentation video in this study. We also used three
criteria: awareness of points to be modified, uncomfortable
feelings, and engagement in self-reviewing.

The hypotheses we set up in this study were as follows:

H1: P-Avatar increases more awareness of points to be
modified.

H2: P-Avatar decreases uncomfortable feelings and pro-
motes an objective view of presentation behavior.

H3: P-Avatar promotes more engagement in self-reviewing.

(2) Method

The participants were 16 informatics and engineering grad-
uate and undergraduate students. They could be regarded as
novice/unskilled researchers since they had research experi-
ence within three years in their own laboratory. We set two
conditions: self-review with presentation video (V condi-
tion), and VC self-review (VC condition). Under these two
conditions, each participant performed self-review twice us-
ing the checklist including the review points shown in Ta-
ble 1 as within-subject design. The participants were di-
vided into two groups: group V-VC and group VC-V. Each
group received eight participants at random. Group V-VC
self-reviewed first under the V condition and then under the
VC condition. The VC-V group self-reviewed in the oppo-
site order of the two conditions.

Compared to the V condition, we analyzed how many
points to be modified could be found in the VC condition.
We also used questionnaires to analyze uncomfortable feel-
ings and objective views of presentation behavior. The ques-
tionnaire for analyzing uncomfortable feelings had 7-items,
each of which was a 5-point Likert-scale question. One 5-
point Likert-scale question was included in the question-
naire for analyzing an objective view. In addition, we an-
alyzed engagement with a questionnaire. The questionnaire
was based on the User Engagement Scale (UES) [28], and it
consisted of 17 items, each of which was a 5-point Likert-
scale question. UES originally consists of 31 items and
comprises 4 engagement dimensions: aesthetic appeal, fo-
cused attention, perceived usability, and reward. We used
focused attention and reward as dimensions of engagement
in this study and translated them into Japanese. As an addi-
tional questionnaire, we prepared a questionnaire that asked
which condition allowed the participants to improve their
concentration on self-review.

We prepared a P-document with 5 slides about
Japanese energy problems. It could be regarded as a re-
search P-document, since the contents included problems to
be addressed, their factors, and solutions proposed. Each
slide also contained a sample speech script. Participants
in this case study were required to use the prepared P-
document for presentation. They were also asked to self-
review not the P-document but their non-verbal behavior
about oral explanation and gesture involving face direction.
In other words, they were required to review the points ex-
cept the ones related to the basic components that are text
decoration, slide animation, slide order, and slide contents

in Table 1. In addition, we prepared a printed checklist.
As shown in Fig. 4, this study included 2 sessions

referred as Session I (presentation), and Session II (self-
review). In Session I, they were given explanation about the
model of research presentation behavior. They were then
given 15 min to prepare for the presentation. They were
permitted to modify/change the example speech scripts, but
not to edit the contents of the slide. They were then required
to assume their own presentation intentions to make a pre-
sentation in front of Kinect and a video camera using the
prepared P-document projected (without speech script) on-
screen in 5 min. The presentation was recorded with Kinect
and the video camera.

The checklist was first explained to the participants in
Session II. They were then required to follow it and review
their presentation behavior twice with the presentation video
and P-Avatar, as well as identify points that need to be mod-
ified. P-Avatar reproduced the presentation using the same
data as the presentation video. We gave each participant
a copy of the P-document. Participants were asked to anno-
tate the corresponding slide in the handout with the modified
points they identified. We had a 15-min break between two
self-reviews. They were required to watch the presentation
video or reproduction with a VC prior to each self-review
and then answer the questionnaire to measure uncomfort-
able feelings.

Following each self-review, participants were asked to
complete a questionnaire to assess their engagement and ob-
jective view of their presentation behavior. After the two
self-reviews, they were required to complete an additional
questionnaire and make any comments on self-reviews un-
der the two conditions.

(3) Results

Table 2 shows the average numbers of modified points found
for presentation behavior about gesture and oral explanation
under each condition in each group, as well as the total aver-
age numbers obtained under each condition in both groups.
The one-sided t-test revealed a tendency of significant dif-
ference in the total average number of found points as for
gesture under each condition (t(15) = −1.596, †p < 0.10).
There were also significant differences in the total average
numbers of found points as for oral explanation, and total
under each condition (oral explanation: t(15) = −1.954,
∗p < 0.05; total: t(15) = −2.305, ∗p < 0.05). In group
V-VC, in addition, there were significant differences be-
tween the average numbers of found points as for gesture,

Table 2 Average numbers of modified points found under V and VC
conditions
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Fig. 5 Uncomfortable feeling scores

Fig. 6 Scores of questionnaire for objective view.

and total under each condition (gesture: t(7) = −3.347,
∗∗p < 0.01; total: t(7) = −2.728, ∗p < 0.05). There was
also a tendency of significant difference in the average num-
bers of found points as for oral explanation (oral explana-
tion: t(7) = −1.722, †p < 0.10). These results support H1.

Figure 5 shows the average scores in the questionnaire
for analyzing uncomfortable feelings, which were calcu-
lated by summing the participants’ answers to all the seven
questions. The perfect score was 35. From the result of the
one-sided t-test, there was a significant difference between
the average scores in V and VC conditions (t(15) = 6.501,
∗∗p < 0.01). Figure 6 also shows the median values in
the questionnaire results for analyzing objective view. The
Wilcoxon signed-rank test revealed a significant difference
between the median values in the V and VC conditions
(T = 6.5, ∗∗p < 0.01). These results support H2.

Figure 7 shows the average engagement scores. The
scores were also calculated by summing the participants’ re-
sponses to all the 17 questions. The highest possible score
was 85. From the result of the one-sided t-test, there was
a significant difference between the average scores in the V
and VC conditions (t(15) = −3.954, ∗∗p < 0.01). This result
supports H3.

Figure 8 shows the results of the additional question-
naire. The one-sided accurate binomial test revealed a ten-
dency of significant difference between the V and VC con-
ditions (p = 0.0768, †p < 0.10).

Fig. 7 Engagement scores.

Fig. 8 Results of additional questionnaire.

Table 3 Average numbers of modified points commonly found under V
and VC conditions

(4) Discussion

First, we discuss the effectiveness of self-review with P-
Avatar. Table 2 suggests that using a VC as P-Avatar aids in
identifying more points to modify for presentation behavior
related to both of gestures and oral explanation. However,
the average numbers of modified points for oral explanation
in the VC-V group decreased from the VC condition (4.75)
to the V condition (3.88). We think some modified points
found with P-Avatar seem to learners not serious when they
watch the presentation video. This suggests that the partic-
ipants might have overly self-reviewed their oral explana-
tion with P-Avatar. Although the over self-review should be
avoided, it could be fail-safe for novice/unskilled learners
because they often miss finding points to be modified.

Table 3 shows the average numbers of modified points
commonly found under both conditions in each group. From
the results of Tables 2 and 3, there were modified points
found under only one condition. This suggests P-Avatar (or
the presentation video) allows learners to become aware of
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Table 4 Average numbers of modified points found for behavior cate-
gory

points to be modified, which they overlook or they do not
think serious with the presentation video (or P-Avatar).

In addition, we classified the modified points found un-
der the V and VC conditions into each behavior category
in Fig. 1, which is shown in Table 4. This suggests that
learners tend to detect more modified points for face direc-
tion and deictic gesture such as pointing gesture rather than
metaphoric and iconic gestures in self-reviewing. P-Avatar
reinforces this tendency. It also promotes self-review of oral
explanation.

In terms of uncomfortable feelings and an objective
viewpoint, Fig. 5 suggests that P-Avatar could decrease un-
comfortable feelings in self-review. According to Fig. 6, P-
Avatar enables learners to take an objective view in self-
reviewing. Eight participants stated that they felt uncom-
fortable in the V condition, but could objectively self-
review in the VC condition. According to Figs. 7 and 8,
P-Avatar could promote engagement and concentration in
self-reviewing. From these results, we believe that P-Avatar
can promote self-review of presentation behavior more ef-
fectively than presentation video.

Consider the following examples involving two partic-
ipants, A and B, who obtained more points to be modified
in the V condition. In the case of participant A, the uncom-
fortable feeling was not a major issue during self-reviewing.
He stated that he did not feel uncomfortable in the V con-
dition and that he could observe presentation behavior in
detail, despite the fact that the uncomfortable feeling score
was higher in the V condition. As for participant B, the un-
comfortable feeling score and the engagement score were
higher in the VC condition. In the additional questionnaire,
he answered P-Avatar promoted his concentration. He also
mentioned how easy it was to observe presentation behavior
in the VC condition. Thus, his subjective impression was
better in the VC condition. However, he found one more
point that needed to be modified in the V condition. He
seems to be able to self-review in both conditions.

Finally, consider participant C. Although he did not
feel uncomfortable in the V condition, he obtained more
points to be modified in the VC condition. He stated that
he felt self-reviewing consciously in the VC condition. P-
Avatar may provide learners with a more conducive envi-
ronment for them to self-review.

In this study, we confirmed that P-Avatar increased
awareness of points that needed to be modified. However,

we were unable to determine whether P-Avatar helps to im-
proving presentation. We need to conduct case studies to
ascertain this. In addition, we used Sota as a VC. However,
gender or learner’s preference of its appearance or voice
would influence self-reviewing. We accordingly need to in-
vestigate the more suitable appearance or the voice of P-
Avatar.

5.2 Comparing VC Self-Review and Robot Self-Review

(1) Purpose

In this study, we investigated whether Robot self-review
could be more effective than VC self-review. We accord-
ingly used two criteria: awareness of points to be modified
in self-reviewing and engagement in self-reviewing.

The hypotheses we set up in this study were as follows:

H1: Robot self-review increases more awareness of points
to be modified.

H2: Robot promotes more engagement than VC.

(2) Method

The participants were 16 students who participated in study
I. We set two conditions: VC self-review (VC condition),
and Robot self-review (R condition). As a within-subject
design, each participant performed self-review twice with
the checklist under these two conditions. The participants
were divided into two groups: group VC-R and group R-
VC. We randomly assigned eight participants to each group.
Group VC-R self-reviewed first under the VC condition and
then under the R condition. Group R-VC self-reviewed in
the opposite order of the two conditions.

We analyzed how many points to be modified could be
found in the VC and R conditions. We also analyzed en-
gagement with questionnaires used in study I. We prepared
an additional questionnaire with two questions that asked
which self-review made presentation behavior more appar-
ent and enhanced concentration on self-review.

We prepared a P-document with 5 slides about
Japanese declining birthrate problems. It could be regarded
as a research P-document in the same way as the one used
in study I. Each slide contained a sample speech script.
The participants in this study were required to present using
the prepared P-document. They were also required to self-
review not the P-document but their presentation behavior as
for gesture and oral explanation. We also prepared a printed
checklist.

As shown in Fig. 4, this study included 2 sessions: Ses-
sion I (presentation), and Session II (self-review). In Session
I, their presentation was captured using Kinect in the same
manner as in study I. The checklist was first explained to
the participants in Session II. They were then required to re-
view their presentation twice with VC self-review and Robot
self-review in the same way as study I. Following each self-
review, they were required to complete a questionnaire to
assess their engagement. After the two self-reviews, they
were also required to answer the additional questionnaire
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Table 5 Average numbers of modified points found in self-review.

Fig. 9 Engagement scores

and to make any comments on self-reviews under the two
conditions.

(3) Results

Table 5 shows the average numbers of modified points found
for presentation behavior about gesture and oral explanation
under each condition in each group, as well as the total aver-
age numbers obtained under each condition in both groups.
According to the two-sided t-test results, there was a sig-
nificant difference between the total average numbers under
each condition (t(15) = −2.406, ∗p < 0.05). There was
also a significant difference between the total average num-
bers in group R-VC under each condition (t(7) = −2.497,
∗p < 0.05). These results support H1.

Figure 9 shows the average engagement scores. Ac-
cording to the result of the one-sided t-test for the scores,
there was a tendency of significant difference between the
average scores in VC condition and R condition (t(15) =
−1.442, †p < 0.10). This result supports H2.

Figure 10 shows the results of the additional question-
naire, which included Q1 and Q2. As for Q1, the result
of the two-sided accurate binomial test showed a tendency
of significant difference between the VC and R conditions
(p = 0.077, p < 0.10). As for Q2, the result of the two-sided
accurate binomial test showed no difference between the VC
and R conditions, but more participants selected Robot self-
review.

(4) Discussion

First, we compare the effectiveness of Robot self-review to
that of VC self-review. Table 5 indicates that Robot self-
review aids in finding points for modification. VC self-
review, on the other hand, tended to make presentation be-
havior more apparent, as shown in the results of Q1 in
Fig. 10. Six participants commented that the VC’s reproduc-
tion of presentation behavior was more accurate and con-
tinuous. Furthermore, four participants stated that it was

Fig. 10 Results of additional questionnaire.

Table 6 Average numbers of modified points commonly found under
VC and R conditions

simple to view the slide contents and presentation behavior
in VC self-review because they were presented in the same
display.

Based on the above discussion, the VC can provide an
accurate reproduction of presentation behavior. From the
results of Table 5, on the other hand, we believe that a robot
is more suitable for promoting self-review. We think that
the robot could make presentation behavior less accurate but
more discrete and discriminable, causing learners to become
more awareness of points that need to be modified.

As described in Sect. 5.1 (4), in addition, there is some
possibility of overly self-reviewing in finding modified
points under both conditions, which may result from un-
natural behavior conducted by P-Avatar. It is important to
avoid the over self-review to make the modified points more
appropriate. On the other hand, we think it allows learners
to take more care to check their own presentation behavior.

Table 6 shows the average numbers of modified points
commonly found under both conditions in each group. From
the results of Tables 5 and 6, there were modified points
found under only one condition. This brings about the same
suggestion as the one obtained from Tables 2 and 3.

We also classified the modified points found under the
VC and R conditions into each behavior category, which is
shown in Table 7. This suggests that learners tend to detect
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Table 7 Average numbers of modified points found for behavior cate-
gory

more modified points for face direction and deictic gesture
rather than metaphoric and iconic gestures in self-reviewing.
The robot overall reinforces this tendency. It also promotes
self-review of oral explanation rather than the VC.

Next, we discuss about engagement. Figure 9 sug-
gests that Robot self-review promotes engagement in self-
reviewing. Four participants commented that the presence
of a presenter in the R condition caused them to focus more
on robot. Two other participants also expressed interest in
the robot as well. Following the result in study I that a
VC promoted self-review, there is a possibility that a robot
as P-Avatar promotes engagement in self-reviewing more
strongly. The engagement may contribute not only to aware-
ness of points that need to be modified but also to accuracy
of self-review as mentioned in 3.1.

However, it remains unclear whether Robot self-review
is better than self-review with presentation video. We ac-
cordingly intend to conduct another case study to compare
Robot self-review and self-review with presentation video
in our future work.

In this study, we used Sota as a robot. Sota currently
has some shortcomings, such as motor noise and restricted
motion. We must either resolve these issues, or consider
using a different robot.

6. Conclusion

In this paper, we proposed P-Avatar and developed P-Avatar
systems using a VC and a robot to promote awareness in
self-reviewing. We also followed the model of research pre-
sentation behavior to design the checklist for self-review, al-
lowing for a detailed self-review of the presentation.

This paper also reported the case studies in which we
confirmed the possibility that P-Avatar promotes self-review
and the difference of effectiveness between a VC and a robot
as P-Avatar. The results of the case study suggest that P-
Avatar could improve awareness of points to be modified
in self-reviewing, and robot avatar promotes awareness of
points to be modified and engagement more than VC avatar.

In the future, we intend to conduct a case study to as-
certain whether self-review with P-Avatar is appropriate in
comparison to review by peers or skilled researchers. We
must also consider the appearance and voice of P-Avatar, as
well as what type of robot is more suitable for self-review.

We also intend to use the model to diagnose the repro-

duced presentation to automatically identify points that need
to be modified, which could help learners in self-review and
diagnose their self-review results.
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