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ABSTRACT Efforts to counter COVID-19 reaffirmed the importance of rich medical, behavioral, and
sociological data. To make data available to many researchers who can conduct statistical analyses and
machine learning, personally identifiable information must be excluded to protect individual privacy. It is
essential to remove explicit identifiers, sample population data, and apply differential privacy, the de facto
standard privacy metric. Despite the general belief that the risk of re-identification is insignificant when
these techniques are applied, this study shows that even after applying these techniques, the risk of being
re-identified is highly significant for some data. This study proposes in detail an algorithm for estimating the
number of people in a population who have certain attribute values based on incomplete, differentially private
databases. If the estimated number is one, the probability that only one person with that attribute value is
present in the population is high, which means that there is a high probability of re-identification. Therefore,
this study concludes that the re-identification risk must be evaluated even after applying state-of-the-art
techniques to protect privacy.

INDEX TERMS Differential privacy, ethical and privacy framework, re-identification.

I. INTRODUCTION
Analyses of people’s medical, behavioral, and sociological
data are essential for understanding the pandemic situation
and devising remedial measures [1]. Betsch et al., for ex-
ample, evaluated continuous data from approximately 7000
people to determine the impact of governmental policies
concerning COVID-19 on people’s compliance and mask-
wearing behavior [2]. Grouping participants were analyzed
according to age, sex, and beliefs about governmental poli-
cies. Swayamsiddha et al. surveyed multiple Internet-of-
Things (IoT) healthcare services to address COVID-19. These
healthcare services were designed to monitor each individ-
ual’s health state, but they can also be used to plan long-term
countermeasures against pandemics using statistical analyses
and machine learning based on personal medical data [3].
Drefahl et al. analyzed data on COVID-19 deaths recorded in

Sweden. They discovered that being male, having less dispos-
able income, having a lower level of education, not being mar-
ried, and being an immigrant from a low- or middle-income
country were independently associated with a potentially
higher risk of death from COVID-19 [4]. Ray et al. proposed
a data-sharing marketplace to connect data owners and buy-
ers. The marketplace data were exchanged based on the data
value and the data buyer’s reliability. Data owners can directly
control their data and make data-sharing decisions based on
risks and compensation [5]. These studies appropriately han-
dled the personal data. However, there is always the risk of
cases where personal data are overprotected, and the people
to whom data is provided are relatively limited, or conversely,
events in which personal data are not adequately protected.

To protect individual privacy, it is required to eliminate
personally identifiable data to make the data available to many
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FIGURE 1. Target scenario of this research. There may be more than one database. Person Y’s information may or may not be contained in the
differentially private database.

researchers capable of conducting statistical analyses and ma-
chine learning. It is essential to remove explicit identifiers,
sample population data, and apply differential privacy, which
is the de facto standard privacy metric used by companies such
as Google, Apple, and Microsoft [6]–[8].

However, there has been no verification of the success of
the data re-identification after applying the processes. This
study shows that a person may be correctly re-identified with
20%–60% accuracy, depending on the dataset and experimen-
tal setup.

For instance, consider the following scenario. A city has
established an IoT environment to collect personal data for
COVID-19 measures. Assuming that Alice’s set of attribute
values (the attributes include estimated age, height, weight,
and COVID-19 infection status) is unique among the city
citizens, the collection of the attribute value data of Alice
uniquely identifies her. Therefore, if anonymity is required,
it is desirable to discard Alice’s data. In this scenario, we
Image deleted. Please check. assume the city holds a dataset
of several citizens. This study builds a system that can predict
the number of citizens who have X as their attribute value with
high accuracy, given a person’s attribute value data, regardless
of whether the person exists in the database (Fig. 1).

Such a system is important in terms of privacy and deter-
mining city policies. To make policy decisions, it is necessary
to know the number of people with certain attributes in the
entire population. In some cases, such as census data, the
data are collected from a large portion of the population. If
it were possible to collect data from everyone, there would be
no need for a “system to predict the overall number of people,”
as the system does. However, in non-mandatory surveys at
the local government level or voluntary surveys conducted by
companies, the data acquisition rate of the population may be
less than a small percentage. In such instances, estimating the
number of people with certain attributes in the total population
is difficult. However, this is a critical question.

This study first examines the above problem regarding
differential privacy and incomplete multiple databases. The

experimental results show that the possibility of being ran-
domly identified is high even with differential privacy. It also
shows that the possibility of being identified increases when
multiple databases are considered.

The main contributions of this article are as follows.
1) We proposed a new algorithm to re-identify individuals

from incomplete datasets collected based on differential
privacy, a de facto standard privacy metric.

2) Using six datasets, we showed that the proposed algo-
rithm can identify individuals with higher accuracy than
existing methods.

3) We conducted a smart house experiment on 20 subjects
for 2 weeks to 2 months to collect IoT data containing
private information and made some of these data pub-
licly available.

4) We analyzed the information of the 20 subjects af-
ter protecting it with differential privacy. We showed
that there is a 79% probability that one subject’s in-
formation is the only one protected among 10 million
people in their 20s and 30s in the Japan Kanto region.
Furthermore, the results showed that subjects may be
re-identified even if protected with differential privacy.

The main technical challenges are 1) generating an estima-
tion model from differentially private categorical attributes,
2) estimating the existence probability using the generated
model, ensuring it does not make the probability of the pres-
ence of at least one person too small, and 3) modifying the
estimated probabilities using the information on the number
of people present in each table.

The remainder of the article is structured as follows: Sec-
tion II explains three application scenarios of the proposed
system. Section III reviews some related work. Section IV
presents the proposed system that estimates the number of
people with the same attribute value existing in the popula-
tion. Section V presents the evaluations based on real-world
datasets and their results. Section VI addresses the techniques
that were not employed in this study. Finally, Section VII
presents the conclusion.
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II. SCENARIOS
The three example scenarios covered by this study are as
follows:

Scenario I: Using attributive values, City A attempted to
publish Bob’s documented COVID-19 infection experience.
Bob is in his 30 s, lives in Town G in City A, is male, has
lung disease, and is infected with COVID-19. City A does not
know whether other people in City A have the same attribute
values. If there is a high probability that more than ten other
people have the same attribute values as Bob, City A will
publish this article with Bob’s attribute values.

Scenario II: Company B collected anonymized personal
data from an IoT system. Suppose the anonymized data sam-
ple can be linked to a specific person with a high probability.
In that case, Company B will delete the data in response to a
legal request, such as the general data protection regulation.

Scenario III: Town C has personal data for all its residents.
To use machine learning techniques to reveal the relationships
between personal attributes and annual income, Town C will
extract several data samples from the dataset, remove identi-
fiers, and provide the data to a research institute it undergoes
a private treatment using differential privacy. Town C wants
to know if any sample still had the potential to identify an
individual uniquely.

Therefore, it is essential to estimate the number of people
with certain attribute values.

III. RELATED WORK
A. ESTIMATING RE-IDENTIFICATION SUCCESS
Rocher et al. [1] demonstrated that the risk of re-identification
is high even after removing explicit identifiers and sampling
population data. However, their study did not consider dif-
ferential privacy, an essential technique in the privacy field.
Currently, differential privacy is the most actively researched
privacy-protection technology, and many companies have also
been widely used, such as Apple and Google. However, it may
be incorrect to assume that differential privacy technology
can solve the problem of the re-identification of sample data.
Their study also assumed a situation where there was only one
database and did not consider the risk of multiple databases.

In this article, we focus on re-identification from personal
attributes. However, several studies on re-identification from
images have also been conducted. For example, Lin et al.
proposed a method for re-identifying pedestrians from their
videos [9]. They integrated the learning of attribute values
by building an attribute–person recognition network to im-
prove the re-identification accuracy. Large amounts of labeled
data are needed to re-identify people from images. To ad-
dress this problem, Wang et al. proposed a deep learning
algorithm that can transfer labeled training data from the
target region to a new region for the re-identification task
without collecting new labeled data [10]. Zhou et al. pro-
posed a system that can identify a given pedestrian from a
network of surveillance cameras [11]. Their method is based
on adaptive graph learning and can be used for unsupervised

machine learning. Using four datasets, they demonstrated that
their method outperformed previous studies. Although image-
based re-identification is beyond the scope of this article,
research on re-identification after applying differential privacy
to images is considered a future issue.

Information on human behavior recognition obtained from
cameras and sensing data can be used as input for the proposed
method. For example, Luo et al. proposed a video seman-
tic recognition system [12]. Their method can accurately
perform semantic recognition of video images using semi-
supervised feature analysis, even when labeled data are scarce.
Chen et al. proposed a human activity recognition system
[13]. Their method can perform human behavior recognition
from sensing data with high accuracy, even in environments
with unbalanced and scarce labeled data. Person behavior
estimated in this way may be used for person re-identification.
This article does not detail how to collect personal attributes
but assumes that personal attributes can be obtained with a
high degree of accuracy as with these methods. Differential
privacy techniques are applied to the information thus ob-
tained to protect privacy.

B. DIFFERENTIAL PRIVACY
Differential privacy has been widely studied in the recent
decade for privacy-preserving data mining [14]. We assume
a scenario where we collect attribute values from each person
while protecting their privacy based on differential privacy.
Differential privacy may also be referred to as local differen-
tial privacy in this scenario.

For simplicity, we assume that the number of attributes is
one. However, the same process can be applied to multiple
attributes. Additionally, we assumed that the target attribute
was categorical. If the attribute is numerical, it is categorized,
and this assumption is general [15].

Definition [ε-differential privacy]
Let V be the set of possible values of the attribute value,

v and v′ be elements of V , and ε be a positive real number.
A randomized mechanism A satisfies ε-differential privacy if
and only if the following equation holds for any output y

P (A (v) = y) ≤ eεP
(
A
(
v′
) = y

)
for all v, v′. (1)

Here, the definition assumes that the number of attributes
is one. However, we assumed that the number of attributes is
more than one in this study. When the number of attributes is
more than one, we can consider the set of attribute values as
one attribute value.

Let f be the number of categories, i.e., f = |V |.
For example, consider that there are two attributes:
gender and age. Consider that the possible values of
gender are {male, female}, and the possible values
of age are {0 s, 10 s, ..., 90 s}. In this case, V =
{[male, 0s], [male, 10s], . . . , [female, 80s], [female, 90s]}}
and f = 2 · 10 = 20.

Each person provides the correct attribute value to the data
collector with a probability β. Moreover, with probability
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(1− β), each person provides the data collector with an at-
tribute value randomly selected from all other attribute values.
Then, ε-differential privacy can be guaranteed if β satisfies
the following equation [16]:

β = eε

−1+ eε + f
(2)

This is the simplest approach to realizing differential pri-
vacy. Section VI discusses what happens when we use more
sophisticated techniques to achieve differential privacy. Gen-
erally, the more sophisticated and advanced the technology,
the greater the risk of being personally identified.

C. SECURE SHARING OF SENSITIVE DATA
Lian et al. proposed a blockchain platform to securely allow
only legitimate users to access COVID-19 electronic medi-
cal records. This can prevent tampering by malicious users
and keep the communication and storage overheads small
[17]. Such technologies are designed to prevent malicious
users from seeing sensitive data, whereas legitimate users are
shown the data as they are. Thus, system users can identify
individuals from the data. This technology is necessary for
treating individual patients. However, when the data are to be
used by researchers who want to perform statistical analyses
or machine learning, we should restrict the transmission of
personally identifiable information completely.

D. SECURE COMPUTATION OF SENSITIVE DATA
Secure multi-party computation (MPC) allows each organiza-
tion holding personal data to perform statistical calculations
on all data without disclosing each data [18], [19]. MPC had
the disadvantage of being computationally time-consuming;
however, its performance has been recently improved. MPC
can be used for statistical analysis and machine learning.
Knott et al. proposed a machine learning framework that
can securely use each organization’s sensitive data [20].
Tran et al. proposed an efficient framework for privacy-
preserving deep neural networks. This framework is not only
capable of training deep learning models at high speed but is
also highly resistant to collusion attacks [21].

Federated learning is another approach for privacy-
preserving distributed machine learning [22]–[24]. It does not
directly access each organization’s sensitive data but obtains
only the information necessary to update the parameters of
machine learning models. These approaches are useful for
statistical analysis or generating machine learning models.
However, we estimate how rare each individual’s attribute val-
ues are in the population from incomplete databases protected
by differential privacy.

IV. METHODS
Since the idea of privacy depends on sociocultural norms,
such as tightness, it is necessary to set the flexible level of pri-
vacy protection [23]. Therefore, we must determine whether
a person is uniquely re-identifiable and whether the many

TABLE 1. Notations

people with the same attribute value exist in the population.
Table 1 presents the main notations used in this article.

A. GENERATING A GAUSSIAN COPULA MODEL BASED ON
DIFFERENTIALLY PRIVATE DATA
We can construct a Gaussian copula model if we know the
cumulative distribution function of every attribute and the
covariance between every two attributes. It is impossible to
obtain the true values of the cumulative distribution function
for every attribute and mutual information because we do not
have true data but have differentially private data. This study
assumes that each attribute value is categorical; therefore,
covariance is not obtained.

Estimating a probability distribution function from differ-
entially private data has been widely studied in the research
on differential privacy [15], [25]. An iterative Bayes approach
can be used. Let wi be the number of times that attribute value
i is reported, ŵi be the estimated number of people who have
attribute value i , and n be the total number of people who
have reported their attribute values. The value of ŵi can be
calculated as follows:

ŵi

n′
←

n′∑
j=1

w j
n′ βi, jŵi∑n′
k=1

β j,kŵk
n

, (3)

where

βi, j =
{

β (i = j)
(1− β ) / ( f − 1) (otherwise,)

(4)

and the initial value of ŵi is set to wi.
Let X be a random variable and H (X ) be the entropy of

X. H (X ) can be calculated using the estimated probability
distribution function of X . The estimated mutual information
for the two random variables, Xi and Xj , is calculated as
follows:

M
(
Xi, Xj

) = H (Xi )+ H
(
Xj
)− H

(
Xi, Xj

)
, (5)

where H (Xi, Xj ) represent the joint entropy of Xi and Xj .
From the values of M(Xi, Xj ), each covariance value be-

tween attributes should be estimated to generate a Gaussian
copula model. Considering the value distribution of Xias a
Gaussian distribution with μi mean and σistandard devia-
tion. The joint distribution of Xi and Xj follows the mutual
Gaussian distribution with (μi, μ j ) mean and

√
σi j = √σ ji
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standard deviation. Here, we have

H (Xi ) = 1+ log 2πσ 2
i

2
, (6)

H
(
Xj
) = 1+ log 2πσ 2

j

2
, (7)

H
(
Xi, Xj

) = log det (2πe�i j )

2
, (8)

where

�i j =
(

σ 2
i σi j

σ ji σ 2
j

)
.

From (5) – (8) we have

M
(
Xi, Xj

) = 1

2
log

σ 2
i σ 2

j

det �i j
= 1

2
log

(
1− σ 2

i j

σ 2
i σ 2

j

)
.

B. ESTIMATING OCCURRENCE PROBABILITY FROM
COPULA
A copula model can incorporate rich statistical information
into the perturbed data while preserving the marginal distri-
butions of the data. The probability of a person with specified
attribute values can be estimated by generating several sam-
ples from the created copula model (e.g., larger than N).

Let q be the estimated probability. Since this is the esti-
mated value, there are natural cases where the value is too
small to be true.

This study estimates the number of people with specified at-
tribute values. Since attribute values are based on the attribute
values of a real person, there is at least one person with that
attribute value in the population. Thus, if the value of q is
too small, it should be corrected to a larger value. Let α be
the probability that at least one person with specified attribute
values exists in the population and α̂ be the target value deter-
mined by the system manager. The value of q is replaced by
a larger value of q and a minimum value that satisfies α ≥ α̂.

The probability distribution of the estimated number of people
with specified attribute values is represented by a binomial
distribution with parameters n and q. In this study, the value of
N is sufficiently large, and the value of q is small. Therefore,
the binomial distribution can be approximated by a Poisson
distribution. Thus, we have the following equation:

∞∑
c=1

Poisson (c; N q) = α̂, (9)

where

Poisson (c;Nq) = (Nq)ce−Nq

c!
. (10)

By simplifying (7) and (8), we obtain the following equa-
tion that needs to be solved for q:

−eNq + � (1+ N, Nq)

N!
= α, (11)

where �(a, b) represents ∫∞b ta−1e−t dt . This equation can
be solved using the Newton–Raphson method [26] or other
approximation methods; however, it can be computationally
expensive. Here, the value of q is significantly small; there-
fore, Poisson(c;N q) has the largest value when c = 1, and
the values of Poisson(c;N q) with c ≥ 2 can be ignored. Thus,
we have

Poisson (c;N q)

Poisson (1;N q)
= (N q)c− 1

c!
. (12)

Hence, (9) can be replaced by the following equation:

Poisson (1; n q) = α. (13)

Solving this equation, we have

q = −W (−α)

n
, (14)

where W represents the Lambert W function [27], i.e., it pro-
vides the principal solution for w in z = wew, where z is an
arbitrary complex number. This equation can be solved using
scipy.special.lambertw, a Python library.

C. USING THE FACT OF EXISTENCE IN EACH TABLE
First, we assume that there is a single database. The proba-
bility that the number of people with the specified attribute
values is x in population size N , and is represented by

p1 (x)=NCx qx (1− q)N− x for x ≥ 0. (15)

When the number x is greater than or equal to 1, we have

p1 (x) = NCxqx (1− q)N− x

1− (1− q)N for x ≥ 1. (16)

After that, we assume that there are m incomplete databases.
Let Di be the ith database. The population size is N and
each database Di samples people with a sampling rate si from
the population. The sampling rates were independent of each
other. Let ci be the number of people with specified attribute
values in Di. Here, ci ∈ {0, 1, . . . , n}. The probability that
the number of people with the specified attribute values is x in
the population size N is represented by

pm (x) = 1

z
p1 (x)

m∏
i=1

xCci s
ci
i (1− si )

x−ci , (17)

where Z is the normalization term represented by

Z =
n∑

x′=1

p1
(
x′
) m∏

i=1
x′Cci s

ci
i (1− si )

x′−ci . (18)

Finally, the expected value is calculated such that

E =
n∑

x=1

x · pm (x) . (19)
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TABLE 2. Statistics of the Datasets

V. EVALUATION
In this experiment, we used each database as the population.
Then, the records were sampled from each dataset at a speci-
fied sampling rate to create a specified number (maximum of
ten) of databases.

Consequently, we extracted 1000 records from each dataset.
We predicted that the number of records with the same at-
tribute values as the extracted records would exist in the
population using the created databases. This prediction was
performed by classifying whether the number of records with
the same attribute values exceeded a specified threshold num-
ber of records, and then the accuracy was measured. If the
threshold is one, we can uniquely identify a person in the
population.

The default values of the number of databases, sampling
ratio, threshold number, and values of ε per attribute were set
to 1, 0.1, 10, and 1.0, respectively.

Accuracy was measured for the copula, OptMean, Opt-
Mode, IDUE_RAPPOR, and IDUE_OUE methods, as well
as the proposed method. A copula is a method that directly
applies the copula model; OptMean outputs the mean of the
population’s number of people with the same attribute val-
ues. Meanwhile, OptMode outputs the median of the number
of people with the same attribute values in the popula-
tion. IDUE_RAPPOR and IDUE_OUE were developed by
Gu et al. [25] based on the RAPPOR [28] and OUE [29]
algorithms, respectively.

We prepared three main datasets: adult, default, and census.
First, we used an adult dataset [30], which is widely used
to evaluate privacy-preserving data mining techniques [31],
[32]. The adult dataset consists of 15 attributes (e.g., age
and income) with 32,561 records, and 9 of the 15 categorical
attributes were used in the experiments.

Next, we used a default dataset containing 40498 records
with the attributes of gender, occupation, income, number of
loans from other companies, number of late payments, and
default flag (0 or 1). Here, the default flag indicates whether
the borrower has failed to repay the loan. A private company
provided the dataset.

Finally, we used a census dataset [33], [31]. This dataset
contains 199,523 records; however, there are many missing
values. After omitting records with missing values, 95,130
records remained. The number of categories per attribute

FIGURE 2. Number of the same records and their ratio. A number of the
same records of 1 indicates a unique sample.

in this dataset varied from 1 to 50. We used 23 categori-
cal attributes from the census dataset. IDUE_RAPPOR and
IDUE_OUE must generate a bit vector whose length is the
product of the number of categories of all attributes. For the
census dataset, the length was 4.8 × 1022; therefore, it was
very difficult to apply IDUE_RAPPOR or IDUE_OUE. Thus,
we generated two additional datasets: Census5_all, which
uses only 5 categorical attributes, and Census5_3000, which
uses 5 categorical attributes with 3000 records.

Table 2 summarizes the statistics of the databases used in
the experiment. Fig. 2 shows the relationship between the
number of records and their ratio. For instance, the ratio of the
number of the same records being 1 is 0.004 and 0.4 for the
COVID-19 and census datasets, respectively. This means that
0.4% and 40% of the samples are unique for the COVID-19
and census datasets. Thus, the unique characteristics are very
different for these datasets.

A. RESULTS FOR NON-PRIVATIZED DATASETS
Fig. 3 shows experimental results where the number of
databases increased from 1 to 10. Each DB was created using
independent random sampling from each dataset at a sam-
pling rate of 0.1. Meanwhile, the accuracy hardly changed as
the number of databases increased, except for the proposed
method. Conversely, the proposed method slightly improved
accuracy as the number of databases increased. The accuracy
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FIGURE 3. Varying the number of databases with non-privatized datasets.

FIGURE 4. Varying the target threshold number with non-privatized datasets.

of OptMean and OptMode is not excellent, but high accuracy
was attained only for the COVID-19 dataset. In the COVID-
19 dataset, the variation in the number of records with the
same value is small. Therefore, the OptMean and OptMode
methods are not prone to large errors for such datasets. How-
ever, the accuracy of OptMean is always zero for all datasets
except COVID-19. OptMode is more robust to variations in
the number of records with the same value as OptMean;
therefore, it is more accurate than OptMean. The accuracy of
the copula is lower than that of the proposed method. It can
be observed that the innovations in the proposed method are
effective. IDUE_RAPPOR and IDUE_OUE methods are not
used to determine the number of people who have the same
attribute but to infer the frequency of occurrence of attribute
values from a differentially private dataset. Although they can
be used for this purpose, they do not achieve high accuracy
because they are slightly different from the original purpose.

Fig. 4 shows the results of measuring the accuracy by vary-
ing the number of target thresholds from 1 to 100. The number
of threshold values of one represents the task of determining
whether there is only one person with a specified attribute
value in the population. The proposed method achieves an ac-
curacy of about 0.4–0.8, indicating that the risk of identifying
an individual is high, even with sampling. This was consistent
with the experimental results reported by Rocher et al.[1].

B. RESULTS FOR DIFFERENTIALLY PRIVATE DATASETS
The same experiment was conducted on different private
datasets. Fig. 5 shows the experimental results. The default
value of ε was 1.0. A smaller value of ε corresponds to a more
robust privacy level. A value of 1.0 indicates an adequate level
of privacy protection, and many studies have used this value
in their experiments [15], [25], [34]. The prediction accuracy
for differentially privatized datasets is lower than that for
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FIGURE 5. Varying the number of databases with differentially private datasets.

FIGURE 6. Varying the target threshold number with differentially private datasets.

non-privatized data. However, the extent of this decrease was
not statistically significant. As shown in Fig. 6, the prediction
accuracy is still high when the number of target thresholds is
one, ranging from 0.25 to 0.6.

Then, to analyze the effect of the value of ε, we conducted
experiments with varying ε. We changed the value from 0.1 to
10.0. This range of ε covers the main values used in existing
studies in scenarios in which individuals collect data [15],
[25], [29], [35]. Fig. 7 shows the results.

For the COVID-19 and Census data sets, OptMode’s accu-
racy is high because in these databases, the number of records
with the same attribute value is usually less than 10 (see
Fig. 2), and OptMode always outputs “2” on the

COVID-19 data set and “1” on the Census data sets (see
Table 2). However, this strategy could not generate accu-
rate results for other data sets. IDUE_OUE outperformed
IDUE_RAPPOR for almost all values of ε, but the accuracy
of both methods was low for the Census data set. Because
the product of the number of categories is considerably large,
it was highly difficult for them to reconstruct the original
distribution of the attribute values. Among all methods, the
proposed method produced the best results for almost all
values of ε. Therefore, the proposed method for building the
copula model while mitigating the effect of differential pri-
vacy worked well regardless of the ε value.
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FIGURE 7. Varying the privacy budget ε.

D. REAL SMART HOUSE EXPERIMENT
We experimented with testing the risks of collecting and
sharing real people’s data while protecting them from differ-
ential privacy. The ethics committee approved the experiment
on human experimentation at The University of Electro-
Communications (Management ID: 19066), and written con-
sent from the subjects was obtained.

A smart house was prepared in Tokyo, Japan, where 20 sub-
jects lived individually for 2 weeks to 2 months, and data on
their use of home appliances and sleep status were collected.
The experiment ran from March 2020 to December 2021. The
total data size of the obtained data was about 3.5 GB.1 The
gender, height, weight, age, number of times the dryer was
used per day, the average heart rate upon waking, average
heart rate during sleep, and average number of hours of REM,
shallow, and deep sleep per day were used for this evaluation.
The significance of the experimental data is limited due to
the small number of subjects. However, it serves to remind
the risks of sharing the data even if data are collected using
differential privacy.

The subjects originally lived in the Kanto region of Japan
and were also between their 20s and 30s. The population
of this age group in the Kanto region is approximately 10
million. Therefore, the population size was set to 10 million,
and the probability that no one other than the subjects existed
with the same attribute values was estimated. Here, two people
were randomly selected, and the data for these two people
were split in half, and each was treated as a separate person.
In other words, the experiment was conducted by assuming
that data were available for 22 people. For these two persons,
the estimated probability is expected to be zero. Note that

1https://github.com/ponyora/smarthouse/(For now, we will only provide
data for 13 subjects for privacy-protection reasons.)

even if the data are for the same person, the data contents are
different.

Consequently, the estimated probabilities of those two were
almost zero, as expected. The highest estimated probability
among the subjects was 79%. This means that the probability
that no other person in a population of 10 million has the
same attribute values as this person is 79%. Therefore, there
is a risk in sharing this person’s data. When we checked this
person’s data, we discovered that he slept very little: 0.6, 1.8,
and 0.6 h of REM, shallow, and deep sleep, respectively, per
day. Few, if any, other individuals with such a short average
sleep time exist, if they exist at all. The estimated probability
for one subject was 54% for the other subjects, and for all
other persons, it was less than 0.1.

E. EXPERIMENTS ON CALCULATION TIME
The proposed algorithm mainly consists of two parts. The
first is the generation of the estimation model based on dif-
ferentially private data, and the second is an estimation of
re-identification probability using the generated estimation
model. Since the model only needs to be created once from
the databases, even if the computation time for the first half of
the part is relatively long, it is not a major practical problem.
However, the second part needs to be done every time a per-
son’s attribute values are collected, so the computation time
must be short.

To measure the calculation time, we conducted additional
experiments on the Adult, Default, COVID-19, Census, Cen-
sus5_all, and Census5_3000 datasets. All experiments were
conducted on an Intel Xeon CPU W-2295 workstation with
128 GB of RAM. Table 3 shows the results. The calculation
time of generating the estimation model on the Census dataset
is relatively long. However, as described above, model build-
ing only needs to be done once. It is considered sufficiently
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short compared to the time required to collect personal data,
so it is not considered a major problem in practical use.

VI. DISCUSSION
We used a very simple algorithm for the differential privacy
technique. This section examines what happens when we use
more advanced differential privacy techniques, such as [15],
[36], [37], [38]. However, the techniques used in this article
and more advanced differential privacy techniques can strictly
adhere to a given privacy parameter, ε. Using more advanced
techniques does not increase the degree to which privacy is
protected. The degree of privacy protection depends on only
the value of ε, and the more advanced the technology, the less
extra protection it provides. However, advanced technology
can provide more useful information for data analysis. This
means that advanced technology does not reduce the risk of
personal identification. Moreover, this risk can be expected to
grow in many cases.

If other technologies, such as k-anonymity [39] or re-
lated technology, such as [40], [41], are used in addition to
differential privacy technology, the risk of being personally
identified may be reduced. This study only focuses on dif-
ferential privacy, which is the most standard in the field of
privacy-protected data analysis. However, research on other
techniques will be left for future work.

Although the Copula-based method was used in this study,
it may be possible to increase the accuracy of the proposed
method by using a generative adversarial network (GAN)-
based method, such as [42], and increasing the amount of
data. Proposals for techniques to generate GAN models while
taking differential privacy into account should be considered
for future work.

VII. CONCLUSION
This study proposed an algorithm to quantify the likelihood
of successful re-identification when the dataset contains only
a small fraction of the population, and each record is protected
by differential privacy.

We demonstrated that the success rate of re-identification
is reduced compared with the case where the records are not
protected by differential privacy; however, the accuracy is still
high. Although differential privacy provides a high level of
privacy protection, it is necessary to measure the likelihood
of successful re-identification using an algorithm, such as the
proposed algorithm. Data considered to have a high probabil-
ity of successful re-identification must be deleted or otherwise
handled appropriately.
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