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Mixed integer programming-based
semi-autonomous step climbing of a snake robot
considering sensing strategy
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Abstract—We propose a control method for semi-autonomous  Lilieback proposed a framework for the reference trajectory
step climbing by a snake robot. Our method is based on of the three-dimensional motion using transfer points and
mixed integer quadratic programming to generate the reference 5 continuous shape curve, and demonstrated it on the case
trajectory of the head of the snake robot online. One of the d di tairs by simulati 191, H di
features of the method is that it determines suitable positions esc?n Ing'a S a'rs. Yy s!mu ations [19]. .owever, regarding
and time duration in which to sense the surroundings before tracking arbitrary trajectories, no mathematical proof has been
approaching the step. Furthermore, constraints on velocity and presented for these methods.
acceleration are taken into account, so that the snake robot can  \We have also proposed a control method that achieves
securely follow the generated trajectory. Our method was applied yaiactory tracking of the head of a snake robot in stepped
to a snake robot equipped with a laser range finder, which is tti h h horizontal ol f disol d
used for step detection. Experiments were performed to verify se !ngs, where two horizontal plane suracgs are dispiace
the efficacy of the method. vertically [20], [21]. In our method, the snake is modeled two-
dimensionally using grounding conditions for the wheels of
the snake to be switched dynamically and the length of the
projections of links onto the plane to be changed. However,
we assumed that the height and position of the step were

I. INTRODUCTION given in advance, and also that the position of the robot

ESPITE their simple limbless bodies, snakes can tra/el" be_z Qbserved. The assumptions are quite strong (almost
D over various terrains, such as grassland, rocky outcrob'é“eal'suc)’ and hence the method requires extending so as to

sand, water, and trees. Snake robots, i.e., long, thin—bodﬁhieve step climbing in any surroundings, where in practice
robots imitating snake motion, are also expected to be 2ight and position are unknown. If the body of the snake

tively used in such terrains. However, because snake robf0t maintains contact with the two surfaces by using its head
are constructed with many joints and propel themselves eptly, then the control methods described in [20], [21] can

pushing off surfaces, their operation is necessarily complgﬁ applie_d and can _accomplish the _climb of following Iink_s
and difficult. by changing sequentially the connecting part. Thus, traversing

Several studies have reported on motion strategies Eﬂ arbitrgry step 9f unknown height and position can be made
shake robots in two-dimensional environments{fH], and re- y plgnnmg a trajectory fpr the head of the rpbot. Moreover,
cently have been reported on locomotion in three—dimensimjigia difference between climbing and descending a step can be

environments [10}[19]. Non-smooth environments such agasily observed. The robot can achieve descent by lowering

cluttered environment, Liljedck proposed a control strateg))tsbh??d u':t'l |tbtouchetshthetﬂoo_r. In dcontrast, '%C“mbm? tEe d
of obstacle-aided-locomotion where the robot generates p goot has 1o observe the Step in advance, and raise IS nea

pelling forces by pushing obstacles in cluttered environme ﬁ|0|3'nﬂ£Iy ﬁ?tﬁvmg CO”'S'g.n with (tjhe stgp. Thus, C'I]Lmbllng 'S
where there are many circular objects [14]. On non-smoo[ﬁ)TJOre imcuit than descending, and requires a specitic planning
ead movements.

environments such as steps and stairs, the snake robot hal thel h add _ ten/stai limbi
move by changing ground surfaces to land on. In this case, it everthe (TS/S' research —a lressm% ? epj ?'r c;n hlng
body is flexed so as to make contact with surfaces in its imm%gtgﬂgr?gg’;g FZeZTI_[ggior\;vohn;ZIliasdchZPrs FZ 4(])u[r125] O; ]’cfm;ing
diate surroundings, and has to maintain that contact during i ' ' ’ '

g v %ot [26], legged robots [27], [28], and humanoid robots

forward motion. In climbing steps and stairs, Lipkin proposer 3
a method whereby the body curves are determined exp 2], [30]. Unlike these robots, a snake robot moves at a

mentally [15], whereas Yamada proposed a method whemémh Iqwer position, from where recpgnizing surroundings
the body curve is determined by approximately discretizirl unsuitable. An elevated head position would make that

a continuous curve for an active wheeled snake robot [1 .Sk much easier. A snake robot can use its body not only
r locomotion, but also to change viewing posture. Thus,
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in the literature [31], [32]. Hatton [31] proposed a motion
strategy that selects pre-determined gaits for a snake robot.
Lilieback [32] proposed the waypoint guidance control method
based on a controller that determines a straight line path for the
center of mass to follow [5]. However, the limitations of these Passive wheel
methods are that they are restricted to a two-dimensional space N =
and are difficult to apply when precise control of the head is Head position | <3 pitch joint
required and only the designed gait or path is given. Moreover, _ _
step climbing is difficult to guarantee if loss of traction occuf'd 1+ Diagram of a snake robot with modules{21].
during movements.

In this study, we propose a control method to accom-
plish semi-autonomous step climbing of a snake robot. Tle previous work [31], [32], because our method updates the
proposed control method consists of three parts: estimati@ierence trajectory on-line, loss of traction poses no difficulty
of the step, reference trajectory generation, and trajectatyring locomotion. Therefore, step climbing is achieved semi-
tracking. That is, the snake robot estimates the step height andonomously, as the operator sets only the forward velocity.
position based on sensory data, generates a trajectory usihg robot moves along at the desired forward velocity and
the trajectory generation method, and then tracks the referenaiges its head as the step nears, In applying our method to the
trajectory. The main contribution of this study is the trajectorgnake robot, we performed experiments to evaluate its efficacy.
generation method based on model predictive control (MPC),The organization of the paper is: Section Il describes
which determines on-line the control input by solving a finitehe target robot and surroundings and clarifies the control
horizon open-loop control optimization problem [33], [34]. Aobjective. Section IlI details the trajectory generation method
feature of MPC-based approaches is that they can take ifé step climbing. Then, having applied the method on our
account various constraint inequalities of optimal control prolgnake robot, we present results of tests validating the method
lems. Indeed, the several researches which takes into accanngection IV. Finally, Section V concludes this paper and
the constraints such as velocity and acceleration constraifigicates some future research objectives.
can be found in the area of the trajectory generation problem of
a vehicle robot. Specifically, the obstacle avoidance between a
vehicle robot and obstacles can be represented as an inequality
constraint including binary variables, the obstacle avoidange The snake robot and step conditions
problem can be formulated as a mixed integer programming . . .
(MIP) [35]—[37]. Moreover, since collision avoidance among !N our study, we consider a three-dimensiomamodule
vehicles can be also formulated as a MIP, several studies BIKe robot (Fig. 1). The wheeled module of this robot has

trajectory generation of multi-vehicle system with collisio® Y2W rotational joint and is connected in series via a pitch
avoidance have been reported as well (e.g. [38], [39]) rotational joint. The module also has a pair of coaxially passive

Similarly, for step climbing, there are several condition,@’heels? the velocity constraints imposed assumes no slippage

(e.g., those associated with collision avoidance) to be satisth® Wheels are in touch with the ground. The snake robot

fied. Since these conditions can be represented as inequdift§ Perform locomotion similar to a live snake by flexing its

constraints as well, MPC-based approach is a possible -

nts appropriately within the velocity constraints imposed.
tematic tools for step climbing of the snake robot Mpiésing touch sensors, the robot senses the ground contact of
based approaches for the snake robot can be found in

head and each wheel. We denbtg as the length from
literatures such as individual joint control [40] and swimmin%;e

anterior end of the link to the axis of the yaw joint, and
motion generation [41]. However, to our best knowledge, the

as the length from the posterior end of the link to the axis
are no literatures related to MPC-based approach in thr

é)é_the yaw joint. Moreover, lety; be the yaw joint angle of
dimensional environments such as step climbing becauseldf i-th module,y; be the pitch joint angle between theh
its complexity of the model.

@-: Yaw joint

II. PROBLEM FORMULATION

andi+ 1-th module, and define vectogs = [y, - - -, ¢, _1]7,

To accomplish feasible step climbing motion based on MPéf‘d_d’ = [‘bl’_' s bn] " » )
the proposed method generates a trajectory only for the headf9- 2 depicts the targ(_at COI’]dItIO.nS of the snak(_a robot in our
of the snake robot. The trajectory tracking controller is alsudy- The target conditions consists of two horizontal plane
applied to follow the generated trajectory. More specifically, bg:rfaceg (set in they plane with respect to the global frame
representing the necessary conditions for step climbing of thev=) With vertical step height: along the» axis. Because
snake robot as inequality constraints and formulating the prdB€ Position and height ar priori unknown, the robot must
lem as a MIP, we propose the control method to accomplish fstimate this information from sensory data. In an obvious
step climbing. With a laser range finder (LRF) attached to tfjganner, we call the two plane surfaces the “front plane” and
head of the snake robot, our control method uses the robof€2r Plane”. _ N
characteristics to generate trajectories, taking into account thdn this study, we assume the following conditions for the
observed position of the step and time durations. This meth®@nsors and the surroundings (see Fig. 3):
takes into account velocity and acceleration constraints, andssumption 1: The step height is shorter than the module
uncertainties in estimating step height and position. In contrastengthi(:= i + {10)
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Rearplane Fig. 4. Head raising of a snake robot in approaching the step.

Fig. 3. Step estimation and its uncertainty.

applied to situations wherg, > .

Assumption 2: The robot is equipped with a LRF and carB. Step climbing motion

obtain the distance information on the sensory fralje...  The gnake robot has to raise its head above the level of the
Assumption 3: The true step height lies within a boundede, 15 ensure the transition from the rear plane to the front
interval arounij the flnal estimated vallag W'th an Upper pjane. We therefore apply the control model and the controller
error bound of¢. That is, the true step height lies in 'mervaﬁescribed in [20], [21] to achieve this motion. We call the
[2s — 25, 2 + 2], , o flexed segments of the body of the snake robot ensuring
Assumption 4: The distance to the step (i.er;) can be st with the front plane and the one with the rear plane
estimated from the LRF data, and its upper bound of they «connecting part” as depicted in Fig. 2. The snake robot
error can be given in advance a&$. That is, the true step .oy move forward between the two planes by shifting the
distance lies in intervale, — zf, & + (] , connecting part backward along its body as it advances. The
Assumption 5: The estimation of the step height convergeg,hqrs head can track the desired trajectory during climbing
so as to satisfy Assumption 3 within finite. number of gien sing control method in [20], [21]. The control method
observations with lower bound denoted by . for step climbing begins by changing the connecting part in
Assumption 6: Observations with sensors and the rajectory;qqance with the number of its non-contacting wheels. As
updates are done within sampling tirhe ) this method assumes that the step and robot position are given
Assumption 7: The robot detects whether it has settled 0, a4 be obtained without error, the number of the non-
the front plane using sensors attached to its body. contacting wheels can be calculated. Although the snake robot
Assumphqn 8: The step position can be e_stabllsheOI b, this study cannot observe the position directly, it can sense
detecting its lower region, but not its step height. contacts from the sensors it has.
Assumption 9: The snake robot is controlled so as 10 |, yetail, we accomplish the step climbing by the following
maintain a constant relative yaw angle to the.sttzp. _ procedure. Firstly, the snake robot starts to move while all
Assumption 10:.The_ dgswgd forward velocity; with wheels contacting with the rear plane. The snake robot moves
respect to ther-direction is given by the operator. forward while estimating the height and position of the step
In estimating step position and height, sensory data is needeith the equipped LRF. When the step is found, the snake
but uncertainty in sensory data produces large uncertaintiegadbot raise its head as depicted in Fig. 4(a). In Fig. 4(a), the
the estimated step height and position. To achieve better estinnecting part exists just behind the head. The snake robot
mates with smaller estimation error, we imposed the conditi@ontinues to move forward while raising its head higher than
that the robot records environment data more thatimes. By the estimated step height. The head arrives upon the front
Assumption 9, we reduce the problem to a two-dimensionglane, then the robot descends its head until contacting with
plane. Note that we also assume that the step height is shotier front plane (Fig. 4(b)). After contacting with the front
than one link lengtf (i.e., Assumption 1), because of physicaplane, by transferring the connecting part backward along
limitations imposed by the actuators. Nevertheless, our methital body as it advances, the following links climb the step
can be applied iz, > [ as well, if we can overcome these(Fig. 4(c), (d)).
hardware limitations. Indeed, the controller in [21] can be also The main contributions of this study are the step estimation
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and trajectory generation in the above procedure. Note that, (liLanded state

although we can control the height of the head segment of the ﬁé
snake robot by the method proposed in [4], [8], the method o

requires switching of the controller after settling on the step. [ siepis ound R\ Lended on the front plane
One of the reasons we use the controller in [20], [21] is )Rising head state (S\Landing state

that it achieves step climbing smoothly without any controller ; \ .
switching. ii I

l Reached enough height 1 Reached above the front plane

C. Control objective
3)Observation state 4)Approach state

As mentioned above, we aim to accomplish step climbing — S"L“f‘f‘jjy —_
of a snake robot semi-autonomously. The step climbing of the j| == §
snake robot is to navigate the robot, which starts from the [;

rear plane, to the front plane, i.e. to achieye> z, + z¢ and

2 > h where [$b7 2b] the arbitrary point on the body of theFig. 5. Defining the inherent states in step climbing.
shake robot. Under the assumptions in Section II-A, the control

objective in this study is to accomplish semi-autonomous step

climbing in a surrounding, where height and distance of the
step are unknown with the snake robot by Our method generates a trajectory that sequentially transits

States 1, 2, 3, 4, 5, and 1 (i.e., landed on the front plane).
These states correspond to the following regions defined by
the robot’s relative position to the step (Fig. 6)

« moving with the desired forward velocity! set by the
operator as much as possible (i.e. minimjzg — vZ|,
wherewv,, is the forward velocity of the snake robot),

¢ reC(_)g_nlzmg_surroundmgs_ using the sensory data gatherechegion (i) is the area where the robot raises its head toward

¢ avq_dmg unlnten(jed collisions with environment, and Region (ii) so as to observe the front plane associated with

« raising and_lpwerlng the head of the snake robot accord-g o 2., denotes the margin from the step.

ing to conditions encountered. Region (ii) is the area in front of the step and above the

To this end, we generate a reference trajectory in which theront plane associated with State 3.
head of the snake robot is raised and lowered in the  Region (iii) is the area above the front plane associated with
plane, and apply the trajectory tracking controller of [20], [21] State 4.
to track the reference trajectory. The reference trajectory isRegion (iv) is the area directly above the front plane from
generated based on the MPC method in which the viewingyhere the head can reach from the corner point (i.e. from
position, the uncertainty of sensory data, and the tracking;, 4 z¢ to z, — z¢ +1). It is associated with State 5.
performance of the snake robot are taken into account. Note
that, if the robot's head can travel in a path between tA® summarize, by transiting the four regions sequentially, we
two plane surfaces, our control method can be applied aghieve the control objective, i.e., observation of the step,
transitioning its posterior segments. Therefore, we only focambing of the step, and landing on the front plane.

on the trajectory generation problem associated with headrhe overall outline of the step climbing process is shown

transitions. in Fig. 7. Our method consists of step detection, trajectory

generation and trajectory tracking. The details of the proce-

I1l. TRAJECTORY GENERATION OF THE HEAD FOR sTEp dures are also shown in Algorithm 1. More precisely, our
CLIMBING method obtains the sensory data from the LRF, and estimates

i the height and position of the step according to the method

A. Basic strategy summarized in Appendix A. If a step is found, the method

First, we define five sequential states in step climbirgplves the optimization problem given in Section IlI-E to
determined in accordance with observations and movemegeerate a reference trajectory after updating the necessary
(Fig. 5): number of observations. If no step is found, the reference

State 1 (Landed state)is the state when the head of thdrajectory is generated according to equation (26). The snake
snake robot lands on the front plane or the rear plane. robot follows the reference trajectory under guidance from the

State 2 (Head-raising state)is the state when the snakelracking controller, as described in Appendix B. The above
robot is raising its head. procedures are repeated every sampling period until the front

State 3 (Observation state)is the state when the snakePl@ne is reached.
robot observes its surroundings from a view higher than theThe main contribution of this paper is the optimization

step. problem for step climbing (i.e., line 7 in Algorithm 1). The
State 4 (Approaching state)is the state when the snakeproposed optimization problem consists of the constraint in-
robot approaches the step. equalities that describe the above-mentioned conditions. In the

State 5 (Landing state)is the state when the head isfollowing subsections, we introduce a prediction model, a cost
descending to land on the front plane. function, and constraints used in the optimization problem.
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Fig. 6. Definition of the four regions in step climbing.

B. Prediction model

where the upper bounds,, v., a,, anda, in the constraints
(2) and (3) are determined according to the tracking perfor-
mance of the snake robot.

C. Cost function

Next, we introduce a cost function associated with trajectory
generation. For clarity, we design separate cost functions with
respect to the:- andz-directions, and then integrate them into
one cost function.

With respect to ther-direction, we consider a trajectory
along the given reference velocity! that is as optimal as
possible given the control objective. The cost function with
respect toz-direction, which determines the error between
the reference position derived by integrating:¢ and the
position on the trajectory from= ké to ¢t = (k + N)J, can
be written as follows:

k+N

>

T=Fk

lz() = 2% (7) @, + llva(T) = v5(T)lQ2s  (4)

where N is the prediction horizon|x|a := x TAx with

a vectorx and a matrixA, and @, (- are the weight
coefficients. Note that the reference positighalong thez-

direction is derived by integrating the reference veloeifyas
follows:

z4 1) =
(k+i) (’“”/M 5)

Similarly, with respect to thez-direction, the reference
is changed depending on the state (Fig. 5). For instance,
maintaining a higher viewpoint during the head-raising and

(k+1)d
ve(r)dr, i €0, N].

To generate a reference trajectory to be tracked by the snak@ervation states is important. Thus, a height clos€, to
robot, we use the following discretized time-invariant doublevhich is the upper bound, is the optimal height. Nevertheless,

integral model,

X(k+1) = AsX (k) + Bau(k),
Ag :=exp (AL0),

5
By ::/ exp (A.7)dT B,
0

001 O 00

00-10 00
A= 000 1 » Be = 10]|°

000 -1 01

the purpose during approach/landing is to finally land on the
front plane. The estimated step heightshould be a reference
during the approaching/landing state. With a switching period
t.(€ [kd, (k + N)d]) which is the time interval in which the
robot changes from its observation state to the approaching
state, the reference trajectory with respect to thdirection
can be written as follows,

T € (k, k]

!
{ z 7 € (ke k + N

Zs — Z¢
where the reference velocity is assumed to be 0. Therefore,
from equation (6), the cost function with respect to the

)

2(r)

(6)

)

where X (k) := [z(k) z(k) vy (k) v.(k)]T is the state vector
of the position and velocity at= k4§, u(k) := [u(k) u,(k)]*
the control input at = kd, andé the sampling period. The
prediction model (1) is the common control model which is N d d

used for path planning [42], [43] and swarm control [44]. Yo G =2 )ls + 1w (m) = ol () g (1)
One of the necessary conditions included in the trajectoryT:k i .
tracking controller and used in [6] is that the function givind"her€@s, Qa are the weight coefficients.

the reference trajectory is piecewise continuous. In the above'© Summarize, by equations (4) and (7), we have a cost
model, we stipulate that this function is differentiable tdunction for trajectory generation

direction can be derived in the same manner as forathe
direction,

achieve a smoother trajectory. In addition, we introduce the k+N
upper bound for the velocity and control input described as > IX(r) = X4, (8)
7=k
ve(k)] < o [0:(K)| < 02, (2 where X(k) = [2%(k) 2%(t) vi(k) vd(k)]T and Q :=
lug (k)| < @, |u.(k)|<a (3) diag @1, Qs, Q2, Q4). The cost function (8) is to be
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method.

Outline of the propose system including the trajectory generati?n

Algorithm 1 Proposed semi-autonomous step climbing

method

1: Initialize the necessary number of observationgas m

2: while Not arrived on the front plando

3: Get LRF sensory data

4. Detect step by Algorithm 2 (Appendix A)

5. if the step is foundhen

6: Update the necessary observation timesas- m —
1

7 Solve the optimization problem (Sec. llI-E).

8 else

9: Generate reference trajectory [Eq. (26)]

10:  end if

11:  Apply the tracking controller (Appendix B) with the

generated trajectory
12: end while

minimized so as to reduce the errors from reference trajector
Note that the switching periok. in equation (6) is not given
in advance, but is the variable determined by the optimizatié

described below.

D. Inequality constraints

_[roo00] , [& —zc+1
03_{0—100}7[)3_{ —%, — Z¢ }
—~10 00 —&y — 7

Ci=| 1 000|,Dy=| & —25+1 |,
0 —100 —Zs + 22

The inequality constraints (9)—(12) correspond to Regions (i),
(i), (iii), and (iv), respectively (Fig. 6). Essentially, collisions
with the step are avoided using these region constraints, and
at least one of these inequalities is satisfied for that to occur.
From the literature, constraints (9)—(12) can be written as
Inear inequalities by defining binary variables(r), (: =
1,2,3,4) [42].

CX(r) <
4
Z :‘ii(T)
i=1

where

D + My[r1(7) k2(7) k3(T) ka(r)]" (13)

IN

3, (14)

T

M, =

o O O o
S O OO

M
0
0
0

co o

0 0
M 0
0 0 ’
0 M

Sococo

0 0
0 0
M 0
0 M

o oo

¢ = [Cgv Crlra C2Tv CZ’T’ CE]T' D =
(pr, DT DI DI DI, and M is a sufficiently
large positive number.

Next, we introduce the observation constraint. To take into
account the uncertainty of the sensory data, the robot must
observe its environment a sufficient number of times when in
Region (ii) before entering Regions (iii) and (iv). The binary
vg'riables in the region constraint (13) and (14) correspond
o} Regions (i)—(iv). For instance, if; is 0 then the position
on the trajectory is within Region (i). Also, if botk; and
ko are 0, then the position on the trajectory is within the
intersection of Regions (i) and (ii). Therefore, it is possible
to know whether the position on the trajectory is within the

To generate the trajectory in accordance with the abowsbservable region (i.e., Region (ii) ) or not using the value of
mentioned strategy, we introduce two inequality constraints. In other words, it is possible to generate a trajectory that
named “Region constraint” and “Observation constraint”.

The region constraint narrows the approach and landing ont@ transition ofx, between steps. More precisely, focusing

the step so as to avoid collisions with the step. It confines tba «,, we introduce the following observation constraints,
head of the snake robot to one of the four regions (Fig. 6)

described as follows:

[Co.CT"X(7) < [Dg,DY]"
or[Cq.C31"X(r) < [Dg,D3]"
or[Cq,C51"X(r) < [Dg,D3]"
or[C5,CY]"X(r) < [Dg,Di]",

where
0100 l
002[0100} ’DO:M
C1=[1000],D1=[ &, — 75—y, |

1000 Ty — T8 — T
02[0—100} ’DQ{—min(l,és—Fz:)}

stays in Region (ii) over a necessary period by constraining

7

Y (k7)) < (= k) =m(r) + rs(r)  (15)
F=k
K1(T) + ka(T) <1+ M — Mgs(7), (16)

where x5(7) is an additional binary variable. The inequality
constraint (15) constrains the position to within Region (i) at
least for them predetermined times. The constraint (16) forces
the head position to be within Region (i) or (ii), if constraint
(15) cannot be satisfied. These two constraints become active
or inactive by the value ofs.

Imposing the above constraints in the optimization problem,
a collision-avoiding trajectory that ends on the front plane
can be generated after having made a sufficient number of
observations.
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E. Optimization problem O l Q l Q v m

As stated in Algorithm 1, a trajectory from step detection

to landing on the front plane is generated by solving the 4\ ‘ SN S T
optimization problem. This is formulated as the mixed integer I
quadratic programming (MIQP) that consists of the abovg= vi) Q C(ii) Obstacle (vi) Q

constraints (2) and (3), and the cost function (8).
The optimization problem dt= ko is described as follows:

C/(111) <—¢—> (1v) «—» (v

(a) Standard (b) Constrained transition method

(iii) <—r—> (iv) «—» (VO

k+N
min Z ||X T|k) — Xd(T‘k)HQ OL/

UNW

+||[UT(T|1<¢) RT(rlk) WT(r[k)]" |

Fig. 8. Transition condition for the obstacle avoidance constraint.

subject to
X (1 4+ 1|k) = AgX (1]k) + BaU(7|k) a7
X(klk) = [x(k), 2(k), va(k), vs(k)]T (18) Wwherek,(> 0) is the feedback gain.
00 10 o Remark 1:By replacing the sampling periaflin the opti-
00-10 | - By mization problem with the longer prediction periéd> §), it
00 0 1 X(r+1k) < o (19) is possible to generate a trajectory which predicts much longer
00 0 —1 72 terms. However, this might cause collisions with the sur-
- B roundings between sampling periods if the sampling pefiod
1.0 Qe becomes bigger. In such cases, imposing transition constraints
-1 0 U(r+ 1k) < Gz (20) that constrain the transition of the binary variables in the
0 1 oz region constraints is worthwhile. The transition constraint [36]
L 0 -1 4z is introduced to eliminate the unnecessary transition which
W(r+1]k)=[0100] X(r+1]k) — 21 includes possible collisions as depicted in Fig. 8. In general,
+11000] (7 +1[k) (1) the.condition that st_x(t)_) = const,t € (kd., (k + 1)d.] N
CX(T+ k) < D+ MTOTR(r + 1k) (22) during a sampling period is necessary to guarantee collision

avoidance. Despite this necessary condition cannot in theory
guarantee within the proposed system that some trajectories,
not satisfying sgtw,(t)) = const,t € (kd., (k + 1)d.] near

the step, will not be generated because of the prescribed cost

M=

fi(T 4 1|k) < 3 (23)
1

.
Sl

Ro(7) < (1 — k) —m(k) + M#s(T) (24) function. In practice, the transition constraint works well to
Pk prevent the above-mentioned problem.
1 (7) + Re(7) <14+ M — Mas(7) (25) Remark 2: Although our trajectory generation method was

kb SN applied to a snake robot, the method can also be applied to
X T ’ hypermobile robots whose heads can be arbitrarily controlled

where X(7|k) denotes the predicted values ok (7) (e.g. [45]).

at t = k4, R is the weight matrix, andi(r) := For reader convenience, we show numerical examples illus-

[51(7), Ra(7), Rs(7), ka(7), Rs(7)]". The equality con- trating how our method generates a trajectory for the head of

straint (17) correspond to the prediction model stated in (e snake robot.

and (19), (20) is the velocity and acceleration constraints Example 1:Suppose the step position is at= 1[m] and

in (2) and (3) respectively. The equality constraint (21) igs height ish = 0.15[m]. We assume a range of uncertainty

introduced to change the reference height depending on tgh that position is withir0.97 < = < 1.03 and height

state. The constraints (22) and (23) are the region constraifighin 0.12 < = < 0.18. With only this information, a

in (13); the switching of these is done by binary variables trajectory is generated using our method. The head of snake is

The inequality constraints (24) and (25) are the observati@tated at(x, z) = (0.7,0.0)[m], and the system has already

constraints in (15). detected the step. Values for other parameters used in this

In our system, the step climbing and landing motion isimulation are as followst = 0.25[m], m = 15, § = 0.2[g],

achieved by following the trajectory obtained by solving they = 20, Q = I, R = 0.11, v¢ = 0.2[m/d, z,, = 0.2[m],

optimization problem. The constraints on the step height are — 003[ m|, z¢ = 0.03[m], v, = v, = 0.2[m/g and

set as conservative conditions (Appendix A) when the numb@lr =a, = 0. Q[m/s2], Fig. 9 shows the simulation results

of observations is insufficient, but with repeated observationgithout the transition constraints mentioned in Remark 1. This

the constraint is also relaxed. Note that, before finding theyjectory is one planned at the initial position. In an actual

step and after landing on the front plane, the following simplsrocedure, the reference trajectory is updated every sampling

controller is used: period as the robot moves. Moreover, from this trajectory, the
= k1 (v (t) — vg (1)) + ko(24(t) — (1)) (26) head moves to the region aboyg + z¢, and remains there
u(t) = 0 ’ while observing its surroundings at least 15 times. After taking
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02p o S e a2 N UL 0.18
_ ! = AN 0.15
E 01} | . 2012
" | O Step
0 1 il
Rear plane 1 [
1 1 1
03 05 08 0971103 15 Ol /== <% %, Grounded information
' " x[m] ’ PC Data of LRF

Fig. 9. Generated trajectory using our method without the transitidri9- 11. Photo of the experimental system.
constraint.

03
installed in each module, and communicate with external
e e Ll Lllllll__ 0.18 personal computers via CAN communications to transmit
o 0.15 sensory data and control signals to the actuators, The snake
robot estimates the distance to the step, the height of the step,
| and the height from the rear plane using a LRF (URG-LX04,
Hokuyo Automatic) attached to the head. The details regarding
-0.1 w il w the detection method are summarized in Appendix A.
03 0.5 08 097 11. _ _ _ ' .
[m] The experiments were performed in surroundings with one
step of height0.1[m]. The initial head position is located
Fig. 10. Generated trajectory using our method with transition constraintg.8|m] in front of the step, and all links including the head
are in contact with the rear plane. Experiments were judged

completed when the head lands on the front plane. The snake

sufficient observations, the head approaches the step and 13g@3y follows the reference trajectory generated according to
on the front plane. As the exact step height is not knowfe internal model, as mentioned in Appendix B. The param-
in this simulation, the robot would land in practice on thgiar 5, was determined experimentally and setiat= 10.
front plane in mid-trajectory. Note that, although we omit th¢,,es for the other parameters ate= 0.3[3, d. = 1.2[g],
time response of the control input owing to space limitationy _ | Q=1 R =0.11, v} = 0.04)m/s, z,, = 0.05[m],

we confirmed that the trajectory satisfies the velocity ang _ 0.03[m], z¢ = 0.03[m]I, %, = o, = 0.05[m/d and
acceleration constraints as well. From this result, our methga —G, = 0'25[ms/52]_

. xT
appears to work well. However, the trajectory does enter thenste that we did not use the transition constraint mentioned

region of uncertainty in regards to step height and positiopy, Remark 1 because the velocity of the robot is slow and
i.e., inside the circle shqwn in Fig. 9. This may cause collisionfe distance moved between sampling periods is not large.
between head and facing board of the step. To prevent Sygh sed CPLEX [46] to solve the optimization problem, and
possible collisions, the transition constraints are imposed ifiplemented the algorithm on a personal computer (Windows
a subsequent simulation (Fig. 10). In this case, we confirm@dganit cpuU: Intel Core i7. RAM 8GB) with MATLAB
that the trajectory avoids the region of uncertainty to avoly135 To evaluate the trajectory of the snake robot, we
possible collision and the head settles on the front plang,served the posture of the head using the motion capture

Hence, from this numerical example, the transition constrai%stem OptiTrack (NaturalPoint, Inc.), which was not used
have worked well in practice. for guidance control. ' '

0.2

z[m]

0

Rear plane

I
I
|
N
0.1} |
‘
‘
‘
1
1
1
1

IV. EXPERIMENTS .
) ) B. Experimental results
In this section, we apply our method to a real robot, and Fig. 12 sh hots of . f 2 tvpical
evaluate its effectiveness in experiments. '9. SNOWS Snapsnots ot an overview of a typical ex-

periment. Figs. 13-17 presents the experimental results. As
can be seen in Fig. 12, the snake robot started moving with
its head down (t = 0.0[s]), and raised its head after finding
Fig. 11 is a photo of the snake robot in its experiment#ihe step using its LRF (t=4.0[s]). It then moved forward to
surroundings. The snake robot consists of 8 modules wilpproach the step with a raised head (t=10.0-50.0[s]), and
15 joints, each of sizdy, = o = 0.088[m]. The servo finally settled its head on the front plane after reaching it (t =
motors, Dynamixel MX-64R and MX-106R (ROBOTIS Inc.),55.0[s]). The trajectory generated by our method is shown in
are used as actuators in each joint. Because of their e&sg 13; the velocity and acceleration constraints are clearly
of implementation, we used infrared distance sensors wihtisfied. Figs. 14 and 15 show the time response of the yaw
photoreflectors LBR-127HLD (Letex Technology 2 Corp) td¢;,7 = 1,...,8) and pitch {;,: = 1,...,7) joint angles
obtain contact information. Wheel contact with the enviroref the robot, respectively. From Fig. 14, which is the
ment can be obtained based on the preliminary experimengalv angle that is included among the controlled variables
results. Micro-computers SEED-MS1A (THK CO., LTD.) aras set to reference value 0, whereas the rear joint angles

A. Outline of the experiments
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b3, ..., bs, which make contact with the rear plane, generate’ e
a periodic motion to avoid singular configurations. Moreover,__ -
from Fig. 15, the first and second pitch joint angles correspon 3

estimated step height from the LRF and the relative distanc
to the step. The robot is seen to find the step after aroun
4[s], and by raising its head detects the front plane aroun

approaches the step. This is because the LRF used in the
experiments tends to generate bigger measurement error ng
targets. However, the errors were within ranges that did no
affect the control performance. Fig. 17 shows the posture o
the head of the snake robot obtained from the external motio
capture system. Here we were able to confirm that the robd
had settled its head on the front plane after hovering abov
the step (i.e.z =0.1[m]).

In Fig. 18 the differences between thecoordinate esti-
mated by the internal model and the reference trajectory are
presented. We see that the robot moves about 3[m] before land- 25
ing on the front plane, whereas the actual distance is 0.8[m]. 2
Thus, the robot has falsely recognized that it traveled almosﬁ
four times the distance because of wheel slippage. However,
we found that the effect of the slippage was reduced by solving
the optimization problem and updating the reference trajectory
online. Of course, we can reduce slippage by selecting an
appropriate velocity, but we used a velocity that tended to 004/ gmmmmmmmmEm=———"g,
cause loss of traction to evaluate the effectiveness of trajectory |
updating. F

To summarize, we found our method works well. Note that,
although the experiment shown in Figs. 12-18 were deemed
completed when the head landed on the front plane, step o4
climbing of the following links as well can be accomplished _ 0023
by applying the control strategy proposed in our previous Works ~— 0| smmmsms
[20], [21] for successive motion. Indeed, we could confirmed= "% ; \
that the proposed method accomplished the whole body step :gg: ° o0 o
climbing. Fig. 19 shows the snapshots of an overview a whole oo 3120 s v :io s
body step climbing experiment. In Fig. 19, the inside of the o o
red circles show the connecting part. After arriving on theg. 13. Reference trajectory generated by our method.
front plane, the snake started to swing its head to avoid
singular configuration, and shifted the connecting part using
information of the ground contact of each wheel sensed by
range sensors mounted on each modu'e_ As can be seen fﬂbmber of times to minimize uncertainties in the Sensory data.
Fig. 19, by shifting the connecting part as the snake robbtrthermore, we applied our method to a real snake robot, and

moves forward, the whole step climbing was accomplishedshowed the effectiveness of our method in experiments. From
results, we confirmed that our method works well even when

slipping occurs.
In future work, we will extend the method to three-

We have proposed the trajectory generation method for stdimensional problems. In general, as a snake robot can use its
climbing of the snake robot. Our method realizes the senfiead as a manipulator, one expects use in object recognition in
autonomous step climbing motion based on sensory data dhcke-dimensional environments. Based on advanced recogni-
the given desired velocity from the operator. The step climbirigpn, we want to realize more advanced motions such as stair
problem of the snake robot is described as a MIQP. Tleéimbing and trajectory generation with obstacle avoidance in
step climbing motion is generated by solving the optimizatiathree-dimensional spaces, so as to extend the snake robot’s
problem on-line. One of the advantages of our method riange of capabilities. Moreover, in order to realize more
that it takes into account velocity and acceleration constraimirecise and effective motion planning, we would like to take
that depend on the tracking performance of the snake robioto account dynamics of the snake robot in future works as
and can generate a trajectory in which the robot observesisll, whereas the proposed method in study is based on the
surroundings from appropriate viewing positions a sufficiekinematics of the snake robot.

Fig. 12. Snapshots of a typical step climbing experiment.

0.02

V. CONCLUSION
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Fig. 15. Time response of the state variable$ ih the experiment. . . .
In Algorithm 2, the line segments corresponding to the

front plane and the rear plane are determined, and then the
step height is derived from the distance between the two
ACKNOWLEDGMENT line segments (Fig. 20). Because this distance is defined with

This work was partially supported by JSPS KAKENH[€SPect to the sensory frami, ..., we translateh, into a
Grant Number 26870198, and ImPACT Program of CouncifightZs along thez axis using the roll anglé of the head
for Science, Technology and Innovation (Cabinet Office, GoWhich is calculated by integrating the joints angles.
ernment of Japan). 3
Zs = u 27)
o cos(6) (
Note that, because the head of the snake robot is a cantilever
structure, the posture of the head will include uncertainty.
The snake robot is equipped with an LRF on its headlso sensor noise will affect the estimation of the step height.
(Fig. 11). It is attached so as coordinatesand x, and z Therefore, the step height in particular will have a bigger
andz, are matched without rolling and pitching, respectivelyuncertainty. To take into account such observation errors, we
Algorithm 2 outlines the estimation of the step height estimate the step height using the extended Kalman filter.
distance to steps, and height from the rear plang using This filter uses the roll angle of the head and the distance
the sensory data from the LRF. between the two line segments as observations. The state and

APPENDIXA
STEP DETECTION FROMLRF DATA



JOURNAL OF BTEX CLASS FILES, VOL. 0, NO. 0, DECEMBER 2015

3
s 1
g
=
1k 1
Reference x coordinate of the robot[m]
Estimated x coordinate of step[m]
0 I I 1
0 10 20 30 40 50 60
; I I
0.15 | b
Reference z coordinate of the robot[m] ‘
— 01T 7
)
N
0.05 | b
0 I
0 10 20 30 40 50 60

time [s]

Fig. 18. Tracking error based on the internal model.

Snapshots of a whole body step climbing experiment.

Fig. 19.

observation equations in the extended Kalman filter are

follows:
xkF+1 = AF$£+BFU£+wk
yi = h(zk) + o,
where T = [G,ZS]T, AF = oo, BY = 1, h(.’Ek) :

[0, hs/cos(8)] and wy ~ N(0,Qx), vi ~ N(0,Ry). The

=, = | == =T

(28)
(29)

11

0.1 T T
(O Raw LRF data extracted on sensor coordinate

Sensor position

0 ? }
' 71,- : Distance to rear plane
1
)
1 I : Distance to stej =@ ===
E 'I L © %etected upper plane
N’ H )
he! hs : Distance between two planes
-0.1 (i:e: step height) 7
Lor 6 DIOTRppeam®® - = =~~~ 7
Detected rear plane
02 | | | |
-1 0.5 0 0.5 1 1.5
x [m]
Fig. 20. Example of step detection. Distances to front and rear planes are
estimated.

Algorithm 2 Find the step from LRF data

Require: Sensory data from LRF
1: Detect front and rear planes from LRF data based on line
fitting algorithm (e.g. [47], [48])
2: if Both front plane and rear plane are detedteen
3: Calculate the distancé, between two planes as in
Fig. 20
4 Getz, from h, and eq. (27)
5. Calculate the height, from the rear plane in sensory
frame ~
6: Getz,. from h, and eq. (27)
7. Estimate step height by updating EKF defined in eq.
(28) and (29)
8: end if
9: if Only front plane is detectethen
10:  Calculate the distancg, to the front plane
11: end if
12: if Only rear plane is detectafien
13:  Calculate the height, from the rear plane
14:  Getz, from h, and eq. (27)
15: end if
16: return  Zg, Zs, Z,.

APPENDIXB
TRAJECTORY TRACKING CONTROLLER FOR SNAKE
as
ROBOT[20], [21]

In [20], [21], we proposed the tracking controller with
a two-dimensional model, in which the transition of the
connecting part is planned using a desired pitch angle, so
that the controlled variables such as the head position and
pitch joint angles converge to the reference values. In this

initial step estimationz{” is set as the admissible maximunpaper, the height of the snake robot is controlled by changing
height! so as to start the estimation with conservative initidhe desired pitch angle of the connecting part. We omit the
conditions with respect to trajectory generation. The abodetails of the reference pitch angle with respect to the reference
procedure is done as new sensory data becomes available,faight because one can derive it easily using simple kinematic
is used in trajectory generation.

relations. We refer to the unique integers derived from both
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the allocation state of wheeled links and that of the connectifig] H. Yamada and S. Hirose, “Study of Active Cord Mechanism —

part as “modes”, and denote the discrete mode numbert. as Generalized Basic Equations of the Locomotive Dynamics of the ACM
With th b ’ d he ki . del of th b and Analysis of Sinus-lifting—Journal of the Robotics Society of Japan
ith the robot moder, the kinematic model of the robot can  567) oy 801-811, 2008. (In Japanese)

be described as [13] H. Yamada and S. Hirose, “Study on the 3D Shape of Active Cord
5 ) 5 Mechanism,” Proc. of IEEE Int. Conf. on Robotics and Automation
A, (0, ¥)w, = B,(0,¢)u, (30) pp. 28902895, 2006.

[14] K. Lilieback, Y. Pettersen, @. Stavdahl, and J. T. Gravdahl, “Snake
wherew denotes the vector of pitch and yaw angular velocities, Robots - Modelling, Mechatronics, and Contrdgpringer, 2013.

_ ™T = 15] K. Lipkin, I. Brown, A. Peck, H. Choset, J. Rembisz, P. Gianfortoni
0 o [ah’.d) ] .. W, denote the vectors of the Contr(;”ed and A. Naaktgeboren, “Differentiable and piecewise differentiable gaits
variables including the posture of the head= [z}, yp, 01] for snake robots,Proc. of IEEE/RSJ Int. Conf. on Intelligent Robots and
and pitch joint angles. Systemspp. 1864—1869, 2007.

Let the control inpum have the foIIowing form: [16] R.L.Hatton and H. Choset, “Generating gaits for snake robots: annealed

chain fitting and keyframe wave extractiodltonomous Robqt¥ol. 28-

3, pp. 271-281, 2010.
[17] T. Kamegawa, T. Baba and A. Gofuku, “V-shift control for snake robot
. . moving the inside of a pipe with helical rolling motiorProc. of IEEE
where K, > 0 is the feedback gain antb,; denotes the Int. Symp. on Safety, Security and Rescue Robgijzs1-6, 2011.
reference value of the controlled variahl&,. Note that, as [18] H. Yamada, S. Takaoka and S. Hirose, “A snake-like robot for real-world

; ; ; inspection applications (the design and control of a practical active cord

w Cann.Ot be observed directly, we numenca"y derieby . me?:hanism)?’gdvanced (Roboti(;Qg?(l), pp. 47-60, 20pl$.
integrating the closed loop system according to equatio §] K. Lilieback, Y. Pettersen, @. Stavdahl, and J. T. Gravdahl, “A 3D

(30) and (31). The snake robot cannot move given singular Motion Planning Framework for Snake Robot®foc. IEEE/RSJ Int.
configurations such as line or circular shapes. The reference Conf. Intelligent Robots and Systerpe. 1100-1107, 2014

. . . . 0] M. Tanaka and K. Tanaka, “Climbing and Descending Control of a
trajectory of¢, is set as a sinusoidal wave to prevent su Snake Robot on Step Environments based on KinematRst. of

singularities. IEEE/RSJ Int. Conf. on Intelligent Robots and Systepps 3285-3290,
However, in this study, it is not suitable to contm@| as 2013.

: ; ] M. Tanaka and K. Tanaka, “Control of a Snake Robot for Ascending
sinusoidal wave before the head lands on the front pIarﬁ%l, and Descending StepdEEE Trans. on Roboticaccepted.

because the LRF mounted on the head observes the step. TRYS.D. M. Helmick, S. I. Roumehotis, M. C. McHenry and L. Matthies,
we set the reference trajectory®f, which is introduced inthe ~ “Multi-Sensor, High Speed Autonomous Stair ClimbingProc. of
variablew,, as an additional shape controllable point (these are 'EEE/RSJ Int. Conf. on Intelligent Robots and Systepps 733-742,

t_he di.reCtly controllable angles corresponding to the wheellgs§) A kalantari, E. Mihankhah and S. A. A. Moosavian, “Safe Autonomous
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the front bl t th f traiect f Mechatronics pp. 1891-1896, 2009.
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