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SUMMARY Silicon photonics Network-on-Chips (NoCs) have
emerged as an attractive solution to alleviate the high power consump-
tion of traditional electronic interconnects. In this paper, we propose a
fully optical ring NoC that combines static and dynamic wavelength al-
location communication mechanisms. A different wavelength-channel is
statically allocated to each destination node for light weight communi-
cation. Contention of simultaneous communication requests from multi-
ple source nodes to the destination is solved by a token based arbitration
for the particular wavelength-channel. For heavy load communication, a
multiwavelength-channel is available by requesting it in execution time
from source node to a special node that manages dynamic allocation of
the shared multiwavelength-channel among all nodes. We combine these
static and dynamic communication mechanisms in a same network that in-
troduces selection techniques based on message size and congestion infor-
mation. Using a photonic NoC simulator based on Phoenixsim, we eval-
uate our architecture under uniform random, neighbor, and hotspot traffic
patterns. Simulation results show that our proposed fully optical ring NoC
presents a good performance by utilizing adequate static and dynamic chan-
nels based on the selection techniques. We also show that our architecture
can reduce by more than half, the energy consumption necessary for arbi-
tration compared to hybrid photonic ring and mesh NoCs. A comparison
with several previous works in term of architecture hardware cost shows
that our architecture can be an attractive cost-performance efficient inter-
connection infrastructure for future SoCs and CMPs.
key words: Network-on-Chip, high-bandwidth and low power network,
optical interconnect, wavelength allocation

1. Introduction

As the number of cores on a chip increases, many-core
and system-on-chips (SoCs) interconnections will require
high performance and low power consumption. Traditional
electronic network-on-chip (NoC) faces several problems,
such as limited bandwidth, crosstalk, impedance mismatch,
and huge power dissipation. Photonic communication tech-
nology offers an opportunity to reduce the interconnection
power consumption while meeting future chip multiproces-
sors (CMPs) performance requirements. It has attracted at-
tention with recent advances on development of required
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silicon photonics devices. CMOS-compatible micro-ring
resonators (MRs [1], [2]), photonic detectors [3], and silicon
waveguides [4], [5] are key devices, which are able to inte-
grate photonic network at the chip level. Several researches
that combine photonic and electronic interconnects (hybrid
NoCs [6]–[11]) or use pure optical interconnects (fully op-
tical NoCs [12]–[15]) showed that silicon photonics could
be a promising solution for future NoCs. In this work we
propose a new photonic NoC that addresses the following
issues:

• Hybrid NoCs suffer from high power consumption of
either electronic path setup networks [6], [7], [11] or lo-
cal communication using electronic interconnects [8]–
[10].
• Previously proposed photonic NoCs in one hand use

only low bandwidth static wavelength allocation [9],
[12], [14], [15], with short or without arbitration over-
head. On the other hand, photonic NoCs with only
high bandwidth dynamic wavelength allocation suffer
of higher arbitration overhead [10], [13].

Our architecture has the advantage of being a fully op-
tical, low power NoC, that can employ static and dynamic
wavelength allocation techniques in the same network. It
consists of optical switches connected using three wave-
guides in a multi-ring topology. These rings of waveguides
are used for static and dynamic wavelength allocation com-
munications, and arbitration respectively.

For the first waveguide, used for static wavelength al-
location communication, a single wavelength-channel is al-
located to each network node. Contention of simultaneous
communication requests from multiple source nodes to the
destination is solved by a token based arbitration for the par-
ticular wavelength-channel.

In the second waveguide that uses dynamic wavelength
allocation communication; multiple wavelengths are allo-
cated to a single source-destination pair by a manager node.
It provides high-bandwidth communication by making good
use of wavelength-division multiplexing (WDM). The man-
ager node is a particular node which provides arbitration ca-
pabilities. It receives requests from source nodes, and ar-
bitrates the allocation of the dynamic communication wave-
guide’s wavelengths. While static wavelength allocation has
short arbitration overhead since an independent wavelength-
channel is assigned to each destination node, it provides
lower data transfer bandwidth compared to the dynamic
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wavelength allocation. However, the dynamic wavelength
allocation mechanism needs higher overhead to establish
communication.

The third waveguide is used for arbitration. It contains
the tokens that represent the right to modulate data on the
statically allocated wavelength-channels of static communi-
cation waveguide. Tokens are passed around the nodes to
offer global arbitration mechanism.

Our architecture takes advantage of both wavelength
allocation mechanisms by selecting the adequate one de-
pending on communication message sizes (normal selec-
tion) or waveguides utilization (smart selection).

In summary, our paper has proposed the fully optical
ring NoC which has the following advantages:

• It allows considerable reduction of the network energy
consumption when compared to conventional hybrid
NoCs.
• The proposal combines static and dynamic wavelength

allocation mechanisms. It takes advantage of both al-
location mechanisms using communication selection
techniques based on message size (normal) or conges-
tion information (smart).

We evaluate our proposed architecture using a photonic NoC
simulator. Simulation results show that our architecture
achieves reasonable performance under uniform random,
hotspot and neighbor traffic patterns with saving energy of
arbitration.

The rest of the paper is organized as follows. Section 2
briefly presents some related works. Section 3 introduces
our proposed fully photonic NoC architecture. Section 4
discusses some implementation issues. Section 5 evaluates
our proposal under various probabilistic traffic patterns, in
terms of latency, and bandwidth. We also show analysis of
energy consumption for required arbitration schemes and a
hardware cost comparison of several photonic NoCs. Fi-
nally, Sect. 6 concludes and presents the future works.

2. Related Works

Several NoC architectures that use photonic interconnects
have been proposed. The proposed architectures can be clas-
sified into two groups: hybrid [7], [9]–[11] and fully optical
NoCs [13], [15].

Shacham et al. proposed a hybrid NoC that combines a
broadband photonic circuit-switched network with an elec-
tronic overlay packet-switched control network [7]. The ar-
chitecture uses 2-D planar topologies (mesh, torus). While a
direct topology is easy to scale for electronic NoCs, hybrid
structures suffer from several limitations: i) huge area cost
(electronic network overlaid by a similar topology photonic
one); ii) hop-by-hop electronic path setup latency quickly
grows with node count increases; iii) 5 × 5 optical switches,
which are components to build the optical data transfer
layer, cause several waveguide crossings and power losses.

Pan et al. proposed FIREFLY in [10], a clustered archi-
tecture with a dragonfly network topology in which nodes in

the same cluster are connected by a conventional electronic
interconnects, while nodes from different clusters are con-
nected by an optical crossbar. A reservation-assisted single-
write-multi-read resolves contention for using the optical
channels. Although firefly provides high bandwidth and low
power consumption photonic communication for inter clus-
ters, it still uses electronic communication for nodes within
the clusters.

PROPEL is a 64 core NoC that strikes a balance be-
tween electronic and photonic interconnects [9]. Nanopho-
tonic interconnects are used for long distance interrouter
communications, while electronic switching and flow con-
trol are used for nodes within the same tile. In addition of
using different topology from FIREFLY, PROPEL statically
allocates optical channels for long interrouter communica-
tions.

We proposed OREX, a hybrid NoC consisting of an op-
tical ring and an electronic central router [11]. It uses a ring
topology more adapted for optical interconnects (elimina-
tion of waveguide crossing). The setup network uses a cen-
tral electronic crossbar to shorten path setup latency. OREX
takes advantages of both electrical and optical technologies
to offer high bandwidth with acceptable power consumption
cost. However, as all hybrid architectures, the electronic in-
terconnects still increases power consumption, although the
size of required electronic control message is small. Unlike
hybrid architectures, our new proposal has the advantage to
be fully optical with intrinsic low power consumption.

Ventrease et al. also proposed a fully optical NoC
called CORONA [13]. It comprises of 256 general purpose
cores, organized in 64 four-core clusters. A fully optical
crossbar is used to connect the clusters. Arbitration for ac-
cessing the resources can cause long data transfer delay.

Koohi et al. proposed an all-optical wavelength routed
architecture [15]. Using passive routing of optical data
streams based on their wavelength, the architecture elim-
inates the need for optical resource reservation. Unfortu-
nately, bandwidth performance is limited due to the alloca-
tion of wavelengths to specific source-destination pairs. Our
proposal in this paper offers a dual allocation mechanism;
that is static wavelength allocation with low arbitration de-
lay but low bandwidth, and a dynamic one with higher arbi-
tration delay at the cost of extra arbitration overhead. The
architecture leverages the strength of both allocation mecha-
nisms using a selection based on message size (normal) and
congestion (smart).

3. Proposed NoC Architecture.

3.1 Topology

Figure 1 illustrates the general overview of our proposed
fully optical ring NoC for a network of 8 nodes. It con-
sists of a Laser source, and three waveguides that connect
the nodes using a ring topology. The first waveguide is used
for static communication, the second one dynamic commu-
nication, and the third as arbitration waveguide. The arbitra-
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Fig. 1 Proposed architecture.

Fig. 2 Nodes microarchitecture.

tion waveguide consists of the same number of wavelength-
channels with the number of nodes. A token is assigned
to every wavelength-channel, each representing the right to
modulate optical data intended for a particular node. In
the static communication waveguide, a single wavelength-
channel is statically allocated for each destination node as
receiving channel. The destination node receives optical
data from a sender node by switching “ON” the detector of
the wavelength-channel uniquely assigned for that particu-
lar node. The dynamic communication waveguide consists
of multiple wavelengths which are shared by all nodes. Un-
like the static waveguide, wavelengths are dynamically allo-
cated by a manager node to source-destination communica-
tion pairs. The manager node is a special node, denoted N0
in Fig. 1. It performs dynamic wavelength allocation based
on requests in execution time.

Figures 2 (a) and (b) show microarchitecture of the nor-
mal and manager nodes, respectively. The normal node con-
sists of electronic input and output buffers, arrays of modu-
lators/detectors (silicon photonic devices), and a controller.
The controller is used for switching state of the modula-
tors and detectors to modulate/detect optical data stream
into/from a waveguide. In addition, the manager node con-
tains a wavelength allocator.

Fig. 3 Time Diagram of a) Static and b) Dynamic communications.

3.2 Communication Mechanisms

Our proposed architecture offers two types of communi-
cations: static and dynamic. The static communication is
based on a token-based arbitration. The dynamic commu-
nication uses a manager node to allocate wavelengths to
source-destination communication pairs. While static com-
munication requires a low communication overhead, it of-
fers only a single wavelength-channel bandwidth for data
transfer. The dynamic communication on the other hand
offers higher bandwidth at the cost of a higher arbitration
overhead of requesting wavelength allocation to the man-
ager node.

3.2.1 Static Communication

Let’s consider a static communication between node N1 (as
source S1) and node N7 (as destination D1) shown in Fig. 1.
By following the communication steps of Fig. 3 (a) which
shows the pipeline stages of a static communication, node
N1 injects an electronic message data, to the network inter-
face, which is saved in the node’s output buffer. The con-
troller reads its destination address (node N7) from the mes-
sage header (RR). Next, a detector, associated to the wave-
length for the destination node N7, is switched “ON” to grab
the token for sending data on node N7’s specified receiv-
ing wavelength-channel (TG). When source node N1 grabs
the token, it sets up related modulator (OS) to prepare the
optical data modulation. Electrical message data are modu-
lated into optical data (EO) by node N1 and injected onto the
static waveguide (node N7’s receiving wavelength-channel).
Then, modulated optical data are transferred on the stati-
cally assigned destination node N7’s receiving wavelength-
channel (OT), and finally the grabbed token is released by
the source node N1 (TR) when data modulation is com-
pleted. Destination node N7 detects the optical data trans-
ferred on the static waveguide and converts them into elec-
tronic data (OE). Note that each pipeline stage of Fig. 3 (a)



2548
IEICE TRANS. INF. & SYST., VOL.E96–D, NO.12 DECEMBER 2013

may take multiple cycles depending on the message size and
the token availability (congestion).

3.2.2 Dynamic Communication

Let’s consider a dynamic communication between node N5
(as source S2) and node N7 (as destination D2) shown in
Fig. 1. A dynamic communication is a combination of static
communications (steps 1 and 3), a wavelength allocation
(step 2), and data transfer (steps 4 and 5) shown in the time
diagram of Fig. 3 (b). The dynamic communication can be
divided into two phases as in a circuit switching communi-
cation: path setup (steps 1 to 3) and data transfer (step 4 and
5). First the source node N5 sends a request to the manager
node N0 (Step 1, static communication in which N5 and
N0 are the source and destination, respectively). When the
manager node N0 receives node N5’s request and there is
a free path in the dynamic waveguide between source node
N5 and destination node N7, the manager node allocates the
path for the pair (step 2) and sends grant messages using
static communication to both N5 and N7, source and desti-
nation nodes, respectively (step 3). It’s important to notice
that in this step, node N7 and node N5’s tokens for static
communication may not be available at the same time, how-
ever the grants are sent only when both tokens are grabbed
by N0. After N5 and N7 nodes receive the path grant mes-
sages sent by manager node N0 (step 4), the source node N5
modulates the data to the dynamic waveguide for data trans-
fer. Destination node N7 detects the data on the dynamic
waveguide and the communication ends with a tear down
message (step 5).

3.2.3 Bended Static and Dynamic Communications

Both static and dynamic communications may occur at the
same time, in a bended way. Let’s assume that, the pre-
vious communication examples of Sects. 3.2.1, and 3.2.2
happen at the same time. In this case, both static and dy-
namic communications have the same destination node. The
static communication between source node N1 and destina-
tion node N7 uses node N7’s receiving wavelength-channel
of the static communication waveguide. In the step 3 of the
dynamic communication between source node N5 and des-
tination node N7, the manager node N0 has to send the path
grant message to destination node N7. Hence, it also need
to use the same node N7’s receiving wavelength-channel.
If the static communication between N1 and N7 is still not
completed when the dynamic communication between node
N5 and N7 reaches the step 3; as the token for N7’s receiving
wavelength channel is not available, the manager node N0
will delay the following step of the dynamic communica-
tion until the static communication between source N1 and
destination N7 finishes. As in this example, the token based
arbitration of static communication, and the manager node
in dynamic communication help to solve any contention that
may take place.

4. Discussion

A key point of our architecture is the possibility to choose
between two wavelength allocation mechanisms. On one
hand static allocation offers a quick establishment of com-
munication between nodes with low data transfer band-
width. On the other hand, dynamic allocation with high
bandwidth, suffers from higher overhead of communication
establishment. In this Section, we describe how we take
advantage of both communication mechanisms to achieve
good performance.

4.1 Normal Selection Mechanism

Let’s assume Latstatic, and Latdynamic, the zero-load latencies
for sending a message using the static and the dynamic allo-
cation mechanisms, respectively.

Latstatic can be defined by Eq. (1) as:

Latstatic = Latsetup static +
messagesize

BWstatic
(1)

where Latsetup static is the latency for path setup, and BWstatic

is the bandwidth for the static allocation mechanism.
Latdynamic can be defined by Eq. (2) as:

Latdynamic = Latsetup dynamic +
messagesize

BWdynamic
(2)

where Latsetup dynamic, and BWdynamic are the path setup la-
tency, and the bandwidth for the dynamic allocation mech-
anism, respectively. Although latency of static communi-
cation seems larger than the latency of dynamic communi-
cation this situation may change for certain message sizes.
Because of the low bandwidth of data transfer in static com-
munication, the data transfer time can be considerably high
for large message sizes. The higher overhead of path setup
in dynamic communication will no longer be a disadvan-
tage for such cases, because of its higher data transfer band-
width. Let’s assume a communication case in which: i) both
latency of static and dynamic communications are equal for
a given message size; ii) a single wavelength-channel band-
width is used for static communication while n (n> 1) wave-
lengths are used for dynamic communication, we can derive
Eq. (3):

messagesize =
S etupdi f f × n × BWstatic

(n − 1)
= threshold

(3)

as BWdynamic = n × BWstatic and S etupdi f f is the setup time
difference between static and dynamic communications.
Equation (3) defines the threshold message size for which
static communication outperforms the dynamic communi-
cation. For any value of message size higher than threshold,
the dynamic communication outperforms the static commu-
nication. Using this threshold, we can classify messages
as small or large. The normal selection mechanism selects
between the two communication modes using the message
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size. While static allocation mechanism is selected for mes-
sage sizes smaller than the threshold, the dynamic allocation
mechanism is selected for higher message sizes.

4.2 Smart Selection

When the network is highly loaded, the latency for dynamic
communication quickly increases and many dynamic com-
munication requests have to wait for resource allocation.
Under such situation, there is a trade-off between waiting
for high bandwidth dynamic communication resource to be
freed, and a quick establishment of low-bandwidth static
communication. In order to optimize the utilization of both
static and dynamic communications, we introduce a smart
selection mechanism that helps to choose static or dynamic
communication under the congested situations.

Manager node checks the number of waiting request
messages for dynamic communication to confirm conges-
tion. The congestion status is defined based on a threshold
number of waiting request messages in the manager node.
The smart selection mechanism refuses further dynamic
communication requests when this threshold is reached and
notifies the requester source nodes to select static commu-
nication rather than waiting a long time for the dynamic re-
source. We can expect that, this mechanism alleviates con-
gestion in the dynamic communication and improves perfor-
mance. Experimental results are shown in the next Section.

5. Performance Evaluation

We evaluate the performance of our proposed architecture
using a modified version of Phoenixsim [16], a photonic
NoC simulator. First the proposed architecture is com-
pared with a hybrid photonic ring NoC we previously sug-
gested [11], and a hybrid Mesh photonic NoC (MPNoC); in
terms of arbitration energy, and performance. Then we show
a performance comparison between a static wavelength al-
location (static communication) and dynamic wavelength
allocation (dynamic communication) techniques; for small
and large size messages. A performance evaluation of our
proposal under neighbor and hotspot traffic patterns is then
shown for a 64-node network. For scalability issue, we show
the performance of our architecture for 32 and 128 nodes
under a uniform traffic pattern. Finally, we compare our ar-
chitecture (referred as fully optical ring NoC (FORNoC) in
the rest of the paper), to several related works in term of
hardware cost.

5.1 Simulation Setup

Following are some simulation setups we use to evaluate the
performance of our architecture:

[OREX]: Figure 4 shows an 8-node OREX NoC’s topol-
ogy [11]. It consists of an optical ring network and
an electronic central crossbar. The optical ring is or-
ganized with two unidirectional waveguides forming

Fig. 4 OREX topology for an 8-node network.

a bidirectional link that connects the network nodes
in both clockwise and counter-clockwise directions.
Each waveguide consists of multiple wavelengths. To
communicate, a source node sends a path setup re-
quest to the central crossbar. The central crossbar al-
locates a path (preferentially the shortest) when avail-
able and sends back path allocation notification to the
source and destination nodes. Then data transfer takes
place. After data transfer finishes, the source node
sends a request to the central crossbar for the optical
path teardown. OREX has the advantage of shorten
path setup, and teardown latencies because all network
nodes are directly connected to the central crossbar
which performs the optical path allocation. For fair
comparison with FORNoC, we use the same number
of communication waveguides for both architectures.
While FORNoC uses static and dynamic communica-
tion waveguides, OREX uses both waveguides (clock-
wise and counter-clockwise) for dynamic communica-
tion.

[MPNoC]: The MPNoC is a hybrid NoC proposed in [7]
with mesh topology. The network is formed by a mesh
optical NoC overlaid by a similar mesh electronic path
setup network.

[Message Size]: We use two different message sizes: 20
for small size message, and 400 Bytes for large size
message. A node randomly generates either 20 or 400
Bytes size messages. These two sizes are selected
based on consideration in Sect. 4.

[Network size and wavelengths]: As our architecture uses
a single wavelength-channel per node for the static
communication, the number of required wavelengths
for static communication is proportional to the number
of nodes in the network. The same number of wave-
length is also required for the arbitration. Thus to im-
plement 32-node network, we use two waveguides with
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Table 1 Simulation parameters.

Parameter Setting
NoC Architecture FORNoC, OREX, MPNoC
Number of Nodes 32, 64, 128
Traffic Patterns Uniform, neighbor, hotspot
Message Sizes 20 Bytes, 400 Bytes
Communication Channel # wavelength
×#waveguide

32×2, 64×2, 64×3

Clock Frequency 5GHz [7]
Speed of Modulation 10Gbps [9], [15]
Communication Types for FORNoC Static only, dynamic only,

and combination

each of them using only 32 wavelengths per waveguide
for static, and arbitration waveguides, respectively and
a third waveguide with 64 wavelengths for dynamic
communication. As most of previous works suggest
using a maximum of 64 wavelengths per waveguide,
for the case of 128 nodes, we used two waveguides
of 64 wavelengths each to connect the node statically
as well as to perform arbitration; meanwhile a single
waveguide of 64 wavelengths is used for the dynamic
communication. Hence our architecture requires a total
of 5 waveguides to implement 128 nodes.

[Smart selection threshold]: The smart selection thresh-
old depends on several experimental parameters. In
the experimental conditions of the paper, based on sim-
ulations, we use 35 waiting dynamic communication
requests for the smart selection threshold. Further re-
quests for dynamic communication are directed to use
the static communication.

[Clock Frequency and Speed of Modulation]: For the
clock frequency, we use 5GHz as used in [7], [10],
[13]. Although 12.5Gbps [10], 40Gbps [7] modulation
speeds have been suggested, we use 10Gbps as in [9],
[15] for our simulations.

[Measurement]: The communication latency is measured
as the time to transfer the whole message, from when
it is created to when the message reaches it destination.
We evaluate the average latency and average bandwidth
of the networks as a function of the message injection
rate during a simulation time. The average network la-
tency/bandwidth, for an injection rate is depicted as the
average latency/bandwidth of all messages that reach
their destinations during the simulation time.

Table 1 summarizes our simulation parameters.

5.2 Simulation Results and Analysis

5.2.1 Performance Comparison with Hybrid NoCs

(1) Comparison of Energy Consumption for Arbitration

In our simulations, design parameters such as static and
dynamic energy of every component are integrated. En-
ergy consumed for injection, ejection arbitration, buffer-
ing opto-electrical conversions, data transfer are calculated

Fig. 5 Comparison of the arbitration energy consumption.

during simulation execution time. The main energy con-
sumption difference between the hybrid NoCs (MPNoC,
OREX) and FORNoC is the arbitration energy as the hy-
brid NoCs perform the arbitration electronically. For a given
injection rate we depicted the average portions of energy
consumed in the network for path arbitration for MPNoC,
OREX and FORNoC. Figure 5 shows the average energy
consumed for the networks versus the injection rate under a
uniform random traffic pattern. The results show that MP-
NoC and OREX consume high arbitration energy as com-
pared to the proposed FORNoC networks. Both MPNoC
and OREX consume higher energy by exchanging control
messages between source and destination via electronic path
setup networks whereas FORNoC performs those tasks opti-
cally. FORNoC with smart selection consumes nearly sim-
ilar amount of energy as the FORNoC with normal selec-
tion because only fewer overheads are added to the arbi-
tration which in turn reduces the energy consumed with an
improvement in path allocation. Because power constraint
is so severe in future NoCs, FORNoC can be an alternative
low power solution.

(2) Comparison of Latency and Bandwidth

Figure 6 shows the performance of MPNoC, OREX and
FORNoC in terms of latency (a), and bandwidth (b) un-
der uniform random traffic. OREX outperforms MPNoC
and FORNoC with both selection mechanisms in average
latency and bandwidth. The OREX has a low latency path
setup network (electronic crossbar) which explains its la-
tency and bandwidth performances. MPNoC with a larger
electronic path setup network performs almost similarly
to the FORNoC in terms of latency and bandwidth. The
FORNoC with smart selection slightly outperforms MPNoC
and normal FORNoC by relaxing the network congestion.

5.3 Comparison between Static and Dynamic Communi-
cations

Figure 7 shows the simulation results for static and dynamic
communications standing alone under uniform traffic pat-
tern for 20, and 400 Bytes message sizes. These results con-
firm our assumption in Sect. 4 that, for small message size
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Fig. 6 Performance comparison under uniform traffic.

Fig. 7 Average latencies for static and dynamic communications under uniform random traffic.

(20 Bytes), the static communication outperforms the dy-
namic one. Because of the small message sizes, the fast path
latency of the static communication is preferable (Fig. 7 (a)).
In the other hand, for larger message sizes, higher band-
width is more efficient than slower path setup. As shown in
Fig. 7 (b), dynamic communication performs better in such
case.

5.3.1 Performance under Partially Localized and Local-
ized Probabilistic Traffic Patterns

In opposition to the uniform random traffic pattern in which
communication is uniformly distributed throughout the net-
work, we also evaluate performance of our architecture for
partially and localized traffic patterns.

(1) Partially Localized Traffic Pattern

We implement neighbor communication pattern in which
nodes communicate with their neighboring left and right
node in a random manner. Figure 8 shows the performance
in terms of latency (a), and bandwidth (b) for the normal and
smart allocation mechanisms. As stated in Sect. 4, the smart
selection further improves the performance of the selection
based only on message size by using the network congestion

information, to reduce contention for network resources.

(2) Localized Traffic Pattern

For localized traffic, we use a hotspot traffic pattern. A node
is randomly chosen as hotspot node, and all other nodes
communicate with that node. Figure 9 shows the perfor-
mance in terms of latency (a) and bandwidth (b), for the
normal and smart allocation mechanisms. Because network
traffic is not distributed in the network, smart and normal
selection mechanisms perform almost similarly. For higher
injection rate, either static and dynamic paths to the hotspot
node are constantly busy, hence the smart selection degrades
the performance by inquiring extra arbitration at the hotspot
to allocate communication paths.

5.3.2 Scalability

Figure 10 shows the latency versus the injection rate for
32, 64, and 128-node networks under uniform traffic pat-
tern for normal, and smart selection mechanisms. Although
for larger networks: i) average distance is longer (more net-
work nodes); ii) network saturates with smaller load because
disjoint paths on the ring are reduced, the results show that
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Fig. 8 FORNoC vs. smart FORNoC performance for 64-node under neighbor traffic.

Fig. 9 FORNoC vs. smart FORNoC performance for 64-node under hotspot traffic.

Fig. 10 Average latencies for 32, 64, and 128-node under uniform random traffic.

the performance of FORNoC is scalable for both selection
mechanisms.

5.4 Architecture Hardware Cost Comparison

To build a 64-node network, our architecture uses a to-
tal of 16256 ring resonators (254 per node, 126 for static

waveguide, 126 for arbitration waveguide, and 2 for the dy-
namic waveguide), 3 waveguides (static, dynamic, and ar-
bitration), 8256 photodetectors (127 per node, 63 for static
waveguide, 63 for arbitration waveguide, and 1 for dynamic
waveguide). Table 2 summarizes the hardware cost require-
ments of a 64-node for a hybrid 2-D planar (mesh,torus)
networks [7], PROPEL [9], OREX [11], CORONA [13], and
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Table 2 Architecture hardware cost comparison for 64-node networks.

2-D Hybrid (Mesh, Torus) [7] PROPEL [9] OREX [11] CORONA [13] FORNoC
Wavelengths 64 64 64 64 64
Waveguides 64 64 2 64 3
Ring Resonators 1024 3072 256 72192 16256
Photodetectors 4096 1536 8192 7424 8128
Electrical Switches 5 × 5 (64) 5 × 5 (16) 64 × 64 (1) - -

FORNoC. Compared to hybrid architectures, fully optical
FORNoC and CORONA networks do not require electronic
switches. The fully optical networks however use more op-
tical components necessary for arbitration. FORNoC uses
fewer optical waveguides and ring resonators compared to
CORONA by providing both static and dynamic wavelength
allocation techniques. CORONA however uses fewer photo
detectors (less dedicated paths).

6. Conclusion and Future Works

In this paper, we have proposed a fully scalable photonic
ring NoC, which combines static and dynamic wavelength
allocation communication mechanisms. The architecture
takes advantage of both low-overhead/low-bandwidth of
static, and high-overhead/high-bandwidth dynamic commu-
nications using wavelength allocation selection techniques,
based on message size (normal selection), and congestion
information (smart selection).

Performance evaluation results under various proba-
bilistic traffic patterns show that our proposed fully opti-
cal ring network FORNoC presents a good performance for
both wavelength allocation selection techniques. We also
showed that our architecture reduces by more than half, the
energy consumption necessary for arbitration compared to
hybrid ring and mesh NoCs. A comparison with other pre-
vious work in term of architecture hardware cost shows that
our architecture can be an attractive cost-performance ef-
ficient interconnection infrastructure for future SoCs and
CMPs.

In the future we would like to investigate the perfor-
mance of the architecture with multiple data-stream dy-
namic communication. Allowing the division of the wave-
length of the dynamic wavelength allocation waveguide into
two, three or four groups of wavelengths may reduce the dy-
namic bandwidth, however an improvement in performance
can be expected due to congestion reduction. Another im-
provement of this work is to investigate fault tolerance tech-
nique for FORNoC and evaluate its performance using real
applications.
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