
[� t� Ë� �� �� p� �� Ä� � 
 

¯³±N|� wxÕ� �s§}x¯³±� �sN978LO+}x|�� gte�É² 

¡� � � � n h� Ñ¹ x·©l 1731129 

Ë � Û ¬ Ø­Sv_�½�� �ÜZÚ´ÔuÊ 

 Ä� � � 

 ?I6EO.´ÔuÊÝSM: Spatial ModulationÞ��ßSM Zl�ª�)¨	�r¾3M/

M,�#&?I6EO.�d�¯³
'�	&!��ßjZ���	�6C9I�s�y`��

®��&�	��T�Q�ÌË
'�	&à{Ö��jZ�]�6C9I�s)�z�ß�z�

�6C9I�s)¨	��Êc§)Â�à�z��6C9I�s�¸~��Ê�¸~��Ù)i

��� ß6C9I�z�ÒÄ�!���%¿����'��$�	à 

 �	��¯³��6C9I�z)ß;K7+1:O1�)��&Zl�b��qÛ����	ß

;K7+1:O1�)¿���Ãº�ÍVB73O0U�¢ÝBS-CAMP: Block-Sparse 

Complex Approximate Message PassingÞ�#��Zl�b��)Â��¢)���&à

BS-CAMP �jZ��ÎZZl�o�'&Ø×Äº�\�)Re�®&�Ä��	b��*I

-H2A�����%ßGM5A*+31���!Ð¨kÀ��&àÇ¶�/@DJO/FM#

%ßBS-CAMP �#&6C9I�z�¸~"1IO<78¥����Ù)°�à 

 
$�ßÜZÚ�ÏZ){¦�&��6C9I�z�����È%Æ µl�ÒÄ��&à�	

�Y
��¯³�� SM �È%Æ µlf)¼�m(
�!��P���&ß4O>8JH1µ

lf´ÔuÊÝSM-TTC: SM with Turbo Trellis-CodingÞ���&µl��Ðfi��ÀÅ�)

Â��àaX«��ß/M>I=O1 EXITÝEXtrinsic Information TransferÞ6CO8)¨	

�W¤¶µl�»¢�#��ß¤¶Ó)W£���$�Á�¥�)°�µl)�»�&àÇ¶�

/@DJO/FM#%ß�»��µl)¨	� SM-TTC ����!�#%!^'�	&	�ß

�#����¢����µl�»¢#%!WÇ¶Ó�µl�»�kÀ��&	�)°�à 

 



ฏ੒ 30೥౓ɹम࢜࿦จ

Highly-Reliable Spatial Modulation
for Non-Orthogonal Multiple Access

ඇ௚ަଟݩ઀ଓͷͨΊͷߴ৴པۭؒมௐ

ֶ੶൪߸ 1731129

ɹɹ໊ࢯ ɹلɹҮݪ

һڭಋࢦ ੴڮɹޭࢸ ।ڭत

௨৴େֶؾి ৘ใཧڀݚֶ޻Պ

৘ใɾωοτϫʔΫֶ޻ઐ߈

ఏग़೔ɹฏ੒ 31೥ 3݄ 14೔



Abstract

For multiuser spatial modulation (SM) systems, multiuser detection based on compressed sens-
ing exploiting the inherent sparsity of SM signals has been studied and discussed under the
assumption that the receiver knows the channel state information (CSI) perfectly. In practice,
the perfect CSI is not available even at the receiver, and thus the channel estimation is essen-
tial for detection. The accuracy of channel estimation determines the accuracy of the signal
detection, so that the channel estimation is a crucial task for wireless communications. From
these backgrounds, we propose block-sparse complex approximate message passing (BS-CAMP)
algorithm for the channel estimation of multiuser SM system and evaluate the normalized mean
squared error of CSI obtained by BS-CAMP and the throughput of multiuser SM systems with
proposed estimation via computer simulations. Furthermore, even if the perfect CSI is avail-
able, the performance of SM systems is significantly limited by spatial correlation of channels.
To overcome this problem, we focus on applying turbo trellis-coding to SM systems. In order
to optimize SM with turbo trellis-coding (SM-TTC), we propose a low-complexity code search
method for SM-TTC using the symbol-based extrinsic information transfer (EXIT) charts. We
also confirm that SM-TTC using the code obtained by proposed search outperforms the con-
ventional one and that the computational complexity of the proposed search is lower than
conventional search, via computer simulations.
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Chapter 1

Introduction

This thesis describes comprehensive studies on wireless communication systems based on spatial
modulation (SM) for multiuser and highly-reliable communications. This chapter firstly intro-
duces the research backgrounds and the technical challenges. After we have stated research
motivations and contributions, we give the organization of this thesis.

1.1 High Requirements of Future Applications

With the rapid development of the mobile communication system and the widespread use of
smartphones, mobile data traffic has been grown explosively. On the other hand, new services
and applications impose high requirements such as data rate, low latency, and so on. Therefore,
in the fifth generation (5G) mobile communication system, three main usage scenarios are
envisioned [1]:

• Enhanced mobile broadband (eMBB)
• Massive machine type communications (mMTC)
• Ultra-reliable and low latency communications (URLLC)

The illustration of usage scenarios of International Mobile Telecommunications (IMT) for 2020
and beyond is shown in Fig. 1.1. These usage scenarios reflect user and application trends
to continuously evolve every life by mobile devices, e.g., human-centric communication and
machine-centric communication. The usage scenarios suppose the applications requiring massive
connectivity, e.g., internet of things (IoT), and applications demanding both high data rate and
low latency such as three-dimension (3D) video, augmented-reality (AR), and virtual-reality
(VR). These applications have been expected to provide a significant impact on services such
as deliver education, health care, and so on [2, 3, 4].

However, we face a critical problem: trade-off between throughput and system complexity in
wireless communication systems. In wireless communications, multiple-input-multiple-output
(MIMO) system takes an important role as the benefits of the improvement the bandwidth
efficiency. Therefore, the MIMO system is one of the development areas for 5G systems, e.g.,
massive MIMO and beam-forming [2]. However, the MIMO systems in practice have significant
challenges: the complexity of signal processing and the energy consumption of radio frequency
(RF) chains at each mobile device.

1



Chapter 1 Introduction

Figure 1.1: Usage scenarios of IMT for 2020 and beyond [1].

Table 1.1: Wireless network requirements for some future applications [2].
Wireless network VR and AR Smart city applications

requirement applications Traffic management Emergency survices support

Very high throughput/connection 5 4 4
Very low latency 5 3 4
Very high bandwidth density 3 3 4
Very high connection density 1 3 3
Very low device power 1 4 1

1.2 Focus of This Thesis

In the former section, we introduced the applications requiring low latency, high data rate, and
massive-connectivity, and especially dealt with IoT, AR, VR, etc. as promising applications to
improve the quality of life.

Table 1.1 summarizes the wireless network requirements for future applications based on
reference [2], where the level of importance is expressed as 5 = extremely important and 1 =
not very important. VR and AR applications and smart city applications can be treated as the
kind of eMBB and mMTC services, respectively. This table indicates that major requirements
on these applications can be described as below:

1. High throughput (for eMBB and mMTC)

2. Low latency (for eMBB and mMTC)

3. High connection density (for mMTC)

In this thesis, we focus on the above requirements.

2



Chapter 1 Introduction

The fundamental challenge of mMTC services is to establish an efficient scheme to support a
massive number of devices. In IoT applications, only a small number of devices among existing
them is randomly active because of the sporadic device-activity. This occurs due to the system
design that devices are only activated when triggered by external events, like a sensor network.
In these scenarios, not only the reception of their data but also the identification of active users
are required. Therefore, the channel estimation and the user identification are key challenges
since these accuracies influence whether data are received correctly. On the other hand, both
the spectrum efficiency and reliability are essential for achieving very high throughput. In
general, an error-correcting code guarantees high reliability of data reception, hence its design
is significant in the services as well as conventional wireless communication systems.

The focused requirements have motivated many researchers to discuss multiple access schemes,
i.e., non-orthogonal multiple access (NOMA) [5], MIMO techniques, and so on. In especially,
the developments of MIMO and NOMA are essential to achieving the first and third require-
ment, respectively. Furthermore, some researchers are interested in applying MIMO to NOMA
in order to further enhance the throughput of NOMA. Although this is a natural idea to achieve
between the first and third requirements, the complexity of signal processing should be reduced
to satisfy the second requirement simultaneously. In addition, the energy consumption at each
mobile device also has to be considered in traffic management of the smart city applications.
Whereas, spatial modulation (SM) [6] has gained much attention as the MIMO technique which
meets with the demand for spectral efficiency and energy efficiency [7]. In practical, the time-
limited pulse shaping is crucial for considering the spectral efficiency of communication systems.
Based on this fact, the bandwidth efficiencies of a classic MIMO system and SM have been com-
pared in a fair manner, i.e., fair from the perspective of spectral efficiency, and the SM scheme
using multiple RF chains has also been proposed [8]. Moreover, it has been demonstrated that
the SM scheme is capable of outperforming the classic MIMO systems, under the assumptions
of a low number of RF chains and realistic pulse shaping [8].

From these facts, we focus on utilizing SM for eMBB and mMTC services in this thesis,
because of the following advantages of SM:

• Low transmitter complexity
SM activates only a single antenna on data transmission, hence the transmitter only needs
single RF-chain.

• Low receiver complexity
The complexity of signal processing can be significantly reduced since inter-channel inter-
ference does not occur thanks to the simple transmission scheme of SM.

• Spectral efficiency
With a low number of RF chains, SM can achieve high spectral efficiency like classic
MIMO systems.

Although SM has the above advantages, there exist two crucial factors having an impact on the
performance of SM. One is the spatial correlation of channels, and it degrades the performance
of SM even if the receiver knows the perfect channel state information (CSI). Another is the
accuracy of channel estimation, and it determines the accuracy of signal detection of SM as well
as wireless communication systems. Furthermore, the channel estimation is a crucial task for
multiuser communication systems.

3



Chapter 1 Introduction

Therefore, in this thesis, we study on a multiuser SM system and a coded SM system for
mMTC and eMBB, respectively. These details are described and discussed in the later chapters.

1.3 Organization

We introduce the basics of SM and generalized SM (GSM) [9], e.g., system model and per-
formance analysis, in chapter 2. Then, chapter 3 discusses how to estimate the channel state
information for the uplink multiuser SM system. After we summarize the background to realize
the highly-reliable SM and propose the optimization of SM with turbo trellis-coding in chapter
4, chapter 5 concludes our works.

4



Chapter 2

Spatial Modulation and Generalized
Spatial Modulation

2.1 System Model

2.1.1 Transmission Scheme

The SM/GSM system is shown in Fig. 2.1. Let Nt and Nr denote the number of transmitting
antennas (TAs) and receiving antennas (RAs), respectively. GSM utilizes Na (1 ≤ Na ≤ Nt)
TAs to transmit the classic modulated signals [9], hence SM can be regarded as the special case
of GSM with Na = 1.

At each instance, b ∈ {0, 1}B×1 is splitted into b1 ∈ {0, 1}B1×1 and b2 ∈ {0, 1}B2×1. After
that, b1 and b2 are converted into a modulated symbol s ∈ S and a spatial vector a ∈ CNt×1,
respectively. Here, S is the set of M = 2B1-ary modulated symbols, the Na elements of a are
one, and the others are zero. Finally, the signal x = s · a ∈ CNt×1 is transmitted. Here, we set
E[|s|2] = 1 and ∥x∥22 = 1 where E[·] denotes the expected value.

Although the number of possible active antenna combinations is
(Nt
Na

)
, the number of com-

binations for transmission must be a power of two to make the bit mapping of antenna combi-
nations a bijective. Therefore, only 2B2 combinations can be used, where B2 = ⌊log2

(Nt
Na

)
⌋, and

⌊·⌋ is the floor operation. The antenna combination is defined as ℓ = (ℓ1, ℓ2, . . . , ℓNa) ∈ Φ, where
ℓn indicates the index of n-th antenna in the ℓ, and Φ is the set of used antenna combinations.

In general, the transmission rates of SM/GSM systems are given by:

B = B1 +B2 = log2M + ⌊log2Nt⌋ , (SM) (2.1)

B = B1 +B2 = log2M +

⌊
log2

(
Nt

Na

)⌋
, (GSM). (2.2)

2.1.2 Channel Model

The channel matrix H ∈ CNr×Nt is modeled as below,

H =

√
K

K + 1
HLOS +

√
1

K + 1
H0, (2.3)

5
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Figure 2.1: SM/GSM system model.

where
√

K
K+1HLOS is the line-of-sight (LOS) component,

√
1

K+1H0 is the fading component,

K is the Rician K-factor, HLOS is a matrix with all elements being one, and H0 is a Rayleigh
fading channel matrix whose components are the independent and identically distributed (i.i.d.)
complex Gaussian random variables with zero-mean and unit-variance.

2.1.3 Detection

The received signal is represented as

y = Hx+ z ∈ CNr×1, (2.4)

where z ∼ CN (0,σ2
nINr) is an additive white Gaussian noise (AWGN) vector. At the receiver,

the modulated symbol and the spatial vector are jointly decoded using the maximum likelihood
(ML) detection, as follows,

[ℓ̂, ŝ] = argmax
ℓ,s

py(y|x,H). (2.5)

The probability density function (PDF) of y given x and H is

py(y|x,H) =
1

(πσ2
n)

Nr
exp

(
−∥y −Hx∥22

σ2
n

)
. (2.6)

Therefore, the problem of (2.5) can be rewritten as:

[ℓ̂, ŝ] = argmin
ℓ,s

Nr∑

i=1

|yi − hr
ix|2, (2.7)

6
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where hr
i(∈ C1×Nt) is the i-th row vector of H. Finally, the estimate input bits b̂ are obtained

from ℓ̂ and ŝ.

2.2 Optimal Set of Antenna Combinations

In this section, we review the optimal set of antenna combinations selection which has been
introduced in [9]. The selection only performs in the case of Rayleigh channels, i.e., K = 0 in
(2.3).

The bit error rate (BER) performance of GSM systems is determined by antenna combina-
tion, so that the optimal antenna combination set Φopt minimizes the average BER (ABER):

Γopt = argmin
Γ

ABER, (2.8)

where Γ is the set of parameters (Nt, Na,Φ). In [9], the ABER is derived and given by

ABER ≤
∑

ℓ,s

∑

ℓ̃,s̃

N(xℓ,s,xℓ̃,s̃)I σ2
n

σ2
n+σ2

D(ℓ̃,s̃)

(Nr, Nr)

22B
, (2.9)

where we have the symbol xℓ,s obtained by the signal s and the antenna combination ℓ, and
N(xℓ,s,xℓ̃,s̃) is the hamming distance between the bit sequences corresponding to xℓ,s and xℓ̃,s̃.
Here, Ix(a, b) is the regularized incomplete beta function given by

Ix(a, b) =
1

B(a, b)

∫ x

0
t(a−1)(1− t)(b−1)dt, (2.10)

with

B(a, b) =

∫ 1

0
t(a−1)(1− t)(b−1)dt. (2.11)

Moreover, σ2
D(ℓ̃,s̃)

is given by

σ2
D(ℓ̃,s̃)

= σ2
n + 2ℜ{ss̃∗}d(ℓ, ℓ̃) + |s− s̃|2Na, (2.12)

where ℜ{·} and (·)∗ denote the real part of a complex number and the conjugate of a complex
number, and d(ℓ, ℓ̃) is the number of elements where ℓ and ℓ̃ differ from each other.

From (2.9), it can be noted that only N(xℓ,s,xℓ̃,s̃) and σ2
D(ℓ̃,s̃)

depend on Γ. Moreover, it

can be found that the following relation is satisfied:

I σ2
n

σ2
n+σ2

D(ℓ̃,s̃)

(Nr, Nr) ∝
1

σ2
D(ℓ̃,s̃)

. (2.13)

Therefore, the optimization in (2.8) can be simplified to

Γopt = argmin
Γ

∑

ℓ,s

∑

ℓ̃,s̃

N(xℓ,s,xℓ̃,s̃)

σ2
D(ℓ̃,s̃)

. (2.14)
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2.3 Analyses of SM/GSM Performances

In this section, we review the analysis of SM/GSM performance from two viewpoints, i.e., ABER
and achievable rate. We introduce the bound of the ABER of SM/GSM systems in Section 2.3.1,
and the achievable rate, i.e., continuous-input continuous-output memoryless channel (CCMC)
capacity and the descrete-input continuous-output memoryless channel (DCMC) capacity, in
Section 2.3.2.

2.3.1 Average Bit Error Rate

The ABER in GSM has been often evaluated. Moreover, the analytical performance of GSM
has been estimated using some bounds. In this section, we introduce the effective bound of
ABER over Rayleigh channels, i.e., K = 0 in (2.3).

The ABER in GSM can be computed using the union bound technique, and can be expressed
as follows,

ABER ≤ 1

2B

∑

ℓ,s

∑

ℓ̃,s̃

N(xℓ,s,xℓ̃,s̃)

B
Pr
(
xℓ,s→xℓ̃,s̃

)
, (2.15)

where Pr(xℓ,s→xℓ̃,s̃) is the probability of deciding on xℓ̃,s̃ given that xℓ,s is transmitted. The
probability Pr(xℓ,s→xℓ̃,s̃) is equal to the pairwise error probability (PEP) that xℓ̃,s̃ is estimated
when xℓ,s is transmitted. Moreover, the PEP given H can be written as

Pr
(
xℓ,s→xℓ̃,s̃

∣∣H
)

= Pr
(
∥y −Hxℓ,s∥2 > ∥y −Hxℓ̃,s̃∥

2
∣∣H
)

= Pr

(
Nr∑

i=1

|yi − hr
ixℓ,s|2 >

Nr∑

i=1

|yi − hr
ixℓ̃,s̃|

2

∣∣∣∣H
)
. (2.16)

Since, xℓ,s is transmitted, y = Hxℓ,s + z, and yi = hr
ixℓ,s + zi (i = 1, . . . , Nr). Now, we can

write

Pr
(
xℓ,s→xℓ̃,s̃

∣∣H
)

= Pr

(
Nr∑

i=1

|zi|2 >
Nr∑

i=1

|hr
i(xℓ,s − xℓ̃,s̃) + zi|2

∣∣∣∣H
)

= Pr

(
Nr∑

i=1

2ℜ{hr
i(xℓ̃,s̃−xℓ,s)z

∗
i }>

Nr∑

i=1

|hr
i(xℓ,s−xℓ̃,s̃)|

2

∣∣∣∣H
)
,

(2.17)

where
∑Nr

i=1 2ℜ{hr
i(xℓ̃,s̃ − xℓ,s)} is a Gaussian random variable with mean zero and variance

2σ2
n

∑Nr
i=1 |hr

i(xℓ,s − xℓ̃,s̃)|
2. Therefore,

Pr
(
xℓ,s→xℓ̃,s̃

∣∣H
)

= Q

⎛

⎝

√√√√
Nr∑

i=1

|hr
i(xℓ,s − xℓ̃,s̃)|2

2σ2
n

⎞

⎠ , (2.18)
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Chapter 2 Spatial Modulation and Generalized Spatial Modulation

where Q(·) denotes the Q-function. The argument in (2.18) is a central χ2-distribution with
2Nr degrees of freedom. Computation of the unconditional PEP requires the expectation of the
Q-function in (2.18) with respect to H. The PEP can be obtained as follows [10]:

Pr
(
xℓ,s→xℓ̃,s̃

)

= EH

[
Pr
(
xℓ,s→xℓ̃,s̃

∣∣H
)]

=

(
1−µ(c)

2

)Nr Nr−1∑

k=0

(
Nr−1−k

k

)(
1+µ(c)

2

)k

, (2.19)

where µ(c) !
√

c
1+c and c ! 1

4σ2
n

∑Nr
i=0 |yi − hr

i(xℓ,s − xℓ̃,s̃)|
2.

2.3.2 CCMC and DCMC Capacity

The classic CCMC capacity CCCMC is given by

CCCMC = EH

⎡

⎣
rank(Q)∑

i=1

log2

(
1 +

ρ

Nt
λi

)⎤

⎦ [bits/s/Hz], (2.20)

where we have

Q =

{
HHH (Nr < Nt)

HHH (Nr ≥ Nt)
. (2.21)

Here, ρ is the signal-to-noise ratio (SNR), λi is the ith eigenvalue of Q, and [·]H denotes the
Hermitian transpose of a vector and a matrix. CCMC capacity is derived under the assumption
that the input signals follow the complex Gaussian distribution. Furthermore, CCMC capacity
becomes the theoretical upper bound of the average mutual information (AMI).

The DCMC capacity CDCMC is given by [11]:

CDCMC = B − 1

2B

∑

ℓ,s

EH,z

⎡

⎣log2
∑

ℓ̃,s̃

eη[ℓ,s,ℓ̃,s̃]

⎤

⎦ [bits/s/Hz], (2.22)

where EH,z[·] denotes the expectation with respect to H and z, and we have

η[ℓ, s, ℓ̂, ŝ] =
−∥H(xℓ,s − xℓ̃,s̃) + z∥2 + ∥z∥2

σ2
n

. (2.23)
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Chapter 2 Spatial Modulation and Generalized Spatial Modulation

Figure 2.2: CCMC capacity and DCMC capacity comparison between GSM and SM over
Rayleigh channels. Red solid lines denote CCMC capacity and DCMC capacity where Nt = 7.
Black dashed lines denote CCMC capacity and DCMC capacity where Nt = 16.

2.4 Numerical Results

In this section, we provide the results of uncoded GSM performance in term of capacity and BER
where Nr = 4. We also use the quadrature phase shift keying (QPSK) symbols as the modulated
symbols. Note that the parameters of GSM and SM are expressed as GSM(Nt, Nr, Na) and
SM(Nt, Nr).

2.4.1 Capacity Comparison

To confirm the effect of GSM, GSM(7,4,2) and SM(16,4) with QPSK, where the transmission
rates of both systems are 6 [bits/s/Hz], are evaluated. Figure 2.2 shows the CCMC capacities
with Nt =7 and 16 respectively and the DCMC capacity of GSM(7,4,2) and SM(16,4) with
QPSK over Rayleigh channels (K = 0). The result indicates that both theoretical and actual
AMI of SM systems outperforms those of GSM systems because of the superiority of the number
of TAs. However, the gap of DCMC capacities between GSM and SM is slight and GSM needs
only about half TAs of SM. Therefore, the results also imply that GSM can achieve a target
transmission rate with fewer TAs than SM.

2.4.2 BER Performance

Figure 2.3 shows the bit error rate (BER) performance of GSM and SM over Rayleigh channels
(K = 0). The result shows that the BER performance of GSM(7,4,2) is almost the same as
that of SM(16,4). Although the performance of GSM is slightly worse than that of SM, this is
a predictable result from Fig. 2.2.
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Chapter 2 Spatial Modulation and Generalized Spatial Modulation

Figure 2.3: BER comparison between GSM and SM over Rayleigh channels where transmission
rate is 6 [bits/s/Hz]. Dotted line denotes Type-A bound given by (2.9) and dashed line denotes
Type-B bound given by (2.15).

Moreover, we evaluate two bounds shown in Fig. 2.3. Note that Type-A bound is given by
(2.9) and Type-B bound is given by (2.15). Figure 2.3 indicates that Type-B bound give the
tighter upper bound than Type-A bound. Hence, Type-B bound can be a sufficiently effective
metric to design GSM systems.

Figure 2.4 shows the BER performance of GSM and SM over Rayleigh channels and Rician
channels with K = 3. Here, the transmission rate is 5 [bits/s/Hz]. The result indicates that
the gap of BER performances of GSM and SM in Rician channels is larger since the antenna
combinations in GSM are chosen to minimize ABER over Rayleigh channels.

Hence, over Rician channels, the effect of channel correlations should be considered to decide
the combinations.
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Figure 2.4: BER comparison between GSM and SM over Rayleigh and Rician (K=3) channels
where the transmission rate is 5 [bits/s/Hz].

2.5 Chapter Summary

In this chapter, we introduced the fundamental of SM and GSM systems and reviewed their
performances, such as capacity and ABER. The analysis of Section 2.3.1 estimates the BER
performance, while the AMI analyses of Section 2.3.2 provide the theoretical upper bound
and the upper bound for the system using the discrete-input signals. We also observed the
fundamental performances of SM and GSM via computer simulations.

In the following chapters, we consider the system for multiuser scenarios and the coded
system. We approach the uncoded multiuser SM system in the next chapter.
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Chapter 3

Channel Estimation for Multiuser
Spatial Modulation

3.1 Background

As introduced in Chapter 1, the development of multiple access schemes is crucial to satisfying
the requirements of mMTC services. On one hand, reference [12] reported that a multiuser
SM system outperforms the multiuser MIMO system where the base station (BS) has multiple
antennas while all user equipments (UEs) have a single antenna. Therefore, multiuser detection
(MUD) for multiuser SM system has been studied in some literature [13, 14]. Furthermore, the
combination of SM/GSM and NOMA has also been investigated [15, 16], since the movement
to standardize NOMA has been active [17].

Most of MUD for multiuser SM utilize compressed sensing to make use of the characteristics
of the transmitted signal, which has only one non-zero element and can be regarded as a
sparse signal. However, these detections, e.g., references [13, 16], have been discussed under the
impractical assumption, i.e., BS knows the perfect channel state information. In practice, the
accuracy of signal detection in MIMO systems depends on that of the estimation of channel
information. Therefore, we study the channel estimation for multiuser SM system.

The channel estimation problem, where BS has multiple antennas, can be regarded as a mul-
tiple measurement vector-compressed sensing (MMV-CS). Moreover, MMV-CS can be trans-
ferred to a block-sparse single measurement vector-CS (BS-SMV-CS) [18]. Based on the above
idea, we formulate the channel estimation problem as BS-SMV-CS and propose the recon-
struction algorithm based on complex approximate message passing (CAMP) [19] to solve the
BS-SMV-CS efficiently. Furthermore, we consider the multiuser SM system where a few users
are active and transmit data to BS by following time-division multiple access (TDMA). In this
chapter, we evaluate the performances of the above system via computer simulations.

3.2 System Model

Figure 3.1 shows the multiuser SM system where BS with Nr antennas and U UEs with Nt

antennas and Na(P = Nt/Na ∈ N) RF-chains exist. The uplink transmission, where S(S < U)
UEs are randomly activated to transmit data to BS, is assumed in this chapter.
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Figure 3.1: The multiuser SM system.

3.2.1 Training Phase

Each UE has Na unique pilot sequences, then let ai ∈ CL×1 denote the pilot sequences for
i = 1, 2, . . . , UNa. Moreover, each pilot sequence ai satisfies that ∥ai∥2 = 1, and the set of
indices of pilot sequences of UE u is defined as Au ! {(u− 1)Na + 1, (u− 1)Na + 2, . . . , uNa}.

In the training phase, S active UEs transmit P times own unique sequences to BS like Fig.
3.2. In this chapter, the channel estimation for the multiuser SM system is described focusing
on only one pilot transmission, thus BS receives the signal in the training phase:

Y =
∑

u∈{1,2,...,U}

αu

∑

i∈Au

aih
T
i + Z ∈ CL×Nr (3.1)

=
∑

u∈U

∑

i∈Au

aih
T
i + Z ∈ CL×Nr ,

where U is the set of active users, αu is the indicator following:

αu =

{
1 (u ∈ U)
0 (otherwise)

, (3.2)

each row of Z is the AWGN vector following CN (0,σ2
nINr), and hi ∼ CN (0, INr) is the vector

having Nr channel coefficients between the ith antenna and BS. Here, [·]T denotes the transpose
of a vector and a matrix.

3.2.2 Problem Formulation for Channel Estimation

For i ∈ Au, we set xi = αuhi ∈ CNr×1, then (3.1) can be written as:

Y = AX+ Z ∈ CL×Nr , (3.3)

where Y = [y1, . . . ,yNr ] ∈ CL×Nr , A = [a1, . . . , aUNa ] ∈ CL×UNa , and X = [x1, . . . ,xUNa ]
T ∈

CUNa×Nr .
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Figure 3.2: The example of the processing of the active UE in the traning phase.

Furthermore, by using a Kronecker product ⊗, (3.3) can be expressed as:

y = (A⊗ INr)x+ z = Dx+ z ∈ CLNr×1, (3.4)

where we have y = [y1; . . . ;yNr ] ∈ CLNr×1, x = [x1; . . . ;xUNa ] ∈ CUNaNr×1, and D =
[D[1], . . . ,D[UNa]] ∈ CLNr×UNaNr , (D[u] ∈ CLNr×Nr). The channel estimation can be re-
garded as the BS-SMV-CS with SNa block-sparse signal, since x can be regarded as the vector
having UNa subvectors with length Nr. Therefore, we apply the algorithm proposed in the
following section to the BS-SMV-CS of (3.4).

3.2.3 Data Transmission Phase

After the channel training phase, active UEs transmit data with spreading to a time domain by
own pilot sequence. Let Uest and T denote the set of UEs regarded as an active UE by BS and
the duration for channel estimation and data transmission, respectively. The set Uest consists
of the indices satsfying

Nt∑

ℓ=1

∥ĥ(ℓ)
u ∥2 ≥ Nt

√
Nrσ2

n (3.5)

where ĥ(ℓ)
u is the estimated channel between the ℓ th antenna of UE u and BS. Since the length

of pilot sequence is L, the number of the transmitted SM symbols for the duration T is

Tdata =

⌊
T − PL

L

⌋
[symbols]. (3.6)

BS despreads the received signals by the pilot sequences corresponding to Uest. After then, BS
estimates the transmitted symbols by ML detection.

The effective throughput of this system is defined as:

Rsystem ! Tdata ·
(⌊

log2

(
Nt

Na

)⌋
+ log2Q

) ∑

u∈{U∩Uest}

(1− P (u)
e ) [bits] (3.7)
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Algorithm 1 BS-CAMP

Require: y ∈ CLNr×1 (The measurement vector)
D ∈ CLNr×UNaNr (The measurement matrix)
τ ∈ R (The parameter to determine the threshold in (3.9))
tmax ∈ N (The maximum number of iterations)

Ensure: x̂ ∈ CUNaNr×1 (The estimate of x)
1: Initialization: x̄0 = 0, z0 = y
2: for t = 1 to tmax do
3: x̃t = DHzt−1 + x̄t−1

4: Calculate σt by (3.10)
5: x̄t = ηbsoft(x̃t; τσt)
6: zt = y −Dx̄t + btzt−1

7: end for
8: return x̂ = x̄tmax

where Q denotes the number of the modulated symbols and P (u)
e is the frame-error probability

that the symbols transmitted by UE u during T − L are detected incorrectly. Moreover, the

effective throughput of (3.7) is bounded by the performance where Uest = U and P (u)
e = 0 for

all u:

Rsystem ≤ S · Tdata ·
(⌊

log2

(
Nt

Na

)⌋
+ log2Q

)
. (3.8)

3.3 Block-Sparse Complex Approximate Message Passing

We propose the block-sparse complex approximate message passing (BS-CAMP) for the
channel estimation. BS-CAMP is an algorithm which applies the function [20] given by:

ηbsoft(u;λth) ! (η(u1;λth), . . . , η(uKNa ;λth)),

η(ui;λth) ! max {∥ui∥2 − λth, 0}
ui

∥ui∥2
, ui ∈ CNr×1, (3.9)

to CAMP[19]. Here, λth in (3.9) is the threshold of ℓ2-norm of ui.
The algorithm of BS-CAMP is shown in Algorithm 1. In BS-CAMP, the threshold in (3.9)

is determined by two parameters τ and σt, i.e., λth = τσt. In this work, we set τ =
√
Nr and

update σt by [19]:

σt =

√
1

ln 2
median(|x̃t|), (3.10)

where |x̃t| is the vector whose elements are the absolute value of elements of x̃t and median(v)
is the function returning the median of the elements of v. Moreover, the parameter bt to update
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Table 3.1: Simulation parameters.
– BS-CAMP BOMP
U 60
S 6
Nt 4
Na 1
L 20

Number of Iterations 30 –

the residual zt is calculated by:

bt ≡
1

2LNr
div ηbsoft(x̃; τσt)

∣∣∣∣̃
x=x̃t

=
1

2LNr

KNa∑

i=1

(
2Nr−(2Nr−1)

τσt
∥x̃t

i∥2

)(
max

{
∥x̃t

i∥2−τσt, 0
})

. (3.11)

3.4 Numerical Results

In this section, we investigate the accuracy of the channel estimation by the proposed algorithm
and the effect of the accuracy on the effective throughput of the multiuser SM system. Hence,
the normalized mean squared error (NMSE) performance of the channel estimation and the
effective throughput are evaluated via computer simulations. The fixed simulation parameters
are shown in Table 3.1. For all simulations, the pilot sequences A are obtained from the design
based on cyclic group [21]. Moreover, let SNRpilot and SNRsig denote the SNR in the training
phase and the data transmission phase, respectively.

3.4.1 NMSE Performance

The NMSE performances of the channel estimation, where L = 20 and S = 6, are shown in
Fig. 3.3, which includes the performances of block orthogonal matching pursuit (BOMP) [22].
Note that BOMP has to know the number of active UEs S as a priori information, however,
BS-CAMP does not need to know S.

Figure 3.3 indicates that BS-CAMP is inferior to BOMP in SNR higher than 10 dB, since
the setup of BS-SMV-CS with Na = 1, i.e., the columns of D[u] are orthonormal for each u,
in fact, it is a sufficient condition for perfect recovery using BOMP under the noise-free case
[22]. From the result and the fact that BS-CAMP does not need to know S, BS-CAMP has the
potential to further improve the accuracy of channel estimation and the capability to support
more UEs thanks to its advantage and performance.

3.4.2 Effective Throughput Performance

The effective throughput defined as (3.7) is evaluated and the result is shown in Fig. 3.4, where
S = 6, T = 1, 000, and SNRpilot = 15[dB]. According to Fig. 3.4, when Nr is smaller, the gap

17



Chapter 3 Channel Estimation for Multiuser Spatial Modulation

Figure 3.3: The NMSE performances of the channel estimation by BS-CAMP and BOMP, where
L = 20 and S = 6.

between the ideal and actual performances becomes larger. This is a natural result, however, it is
noteworthy that even the “ideal” performance achieves about 70% of the maximum value where
Nr = 4. This is caused by the degradation of the performance of multiuser detection because of
the relation of Nr ≥ Nt. Moreover, the performance gaps decrease with the increase of Nr, and
both BS-CAMP and BOMP performances can almost achieve the maximum value. In particular,
the gap between BS-CAMP and BOMP becomes slight, hence, the channel estimation using
BS-CAMP can be practical in the multiuser SM system from the aspect of the characteristic of
the algorithm which does not need the number of active UEs.

3.5 Chapter Summary

In this chapter, for multiuser SM systems, we have proposed BS-CAMP algorithm for the
channel estimation. After we described the formulation of the channel estimation, the simple
multiuser SM system is assumed to investigate the effect of the proposed algorithm. Finally, we
evaluated the performances of the proposed method via computer simulations from two aspects:
the accuracy of the channel estimation and the effect of the reduction of the overhead. Then,
these results suggested that BS-CAMP is practical for the multiuser SM system.
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Figure 3.4: The effective throughput comparison versus SNRsig where S = 6, T = 1, 000, and
SNRpilot = 15[dB]. The block dot line shows the maximum value of the effective throughput.
The black solid lines are labeled as “ideal” and shows the results which are achieved where BS
knows the channel state information and active UEs perfectly. The red lines are the results of
BS-CAMP, while the blue lines are the results of BOMP.
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Chapter 4

Optimization of Turbo-Trellis Coded
Spatial Modulation

4.1 Background

In SM, the attainable transmission rates can be increased, even though the transmitter and
receiver complexity is considerably reduced [6]. However, its performance degrades for trans-
mission over spatially correlated (SC) channels, since the channel coefficients become close
values mutually. Hence, the effect of correlation should be considered. As a promising tech-
nique of reducing the effect of correlation, coded spatial modulation (CSM) has been proposed
[23, 24, 25, 26, 27] for mitigating the decision errors imposed by the reduced Euclidean distance
that was inflicted by the antenna correlation. Of course, since the error-correcting code is essen-
tial to improve throughput performance, CSM also has the potential to achieve the requirements
introduced in Chapter 1.

To elaborate, in trellis coded spatial modulation (TCSM)[23], the Euclidean distance within
a specific symbol subset was maximized by following the principles of classic trellis coded mod-
ulation (TCM) [28]. However, the coding gain of large classic constellation sets was reduced,
since a gradually increased number of bits remained uncoded, as the code-rate was increased
from R=2/3 to 3/4, 4/5, etc. In order to further improve the performance of CSM, a new
scheme termed as SM with trellis-coding (SM-TC) has been proposed in [24], where all infor-
mation bits are channel-encoded. However, the improved performance of SM-TC over that of
TCSM was attained at an increased decoding complexity, which escalated exponentially upon
increasing the number of bits/channel use (bpcu).

To deal with this impediment, a bit-interleaved coded spatial modulation (BICSM) scheme
has been proposed [25], which is based on classic bit-interleaved coded modulation (BICM) [29].
In the scheme, the information bits are mapped both onto the TA indices and to data symbols
after the bits are fed into channel encoder and bit-interleaver. Although BICSM is robust both
against i.i.d. fading and SC channels, its performance is suboptimal since the channels become
independent in bit level. In order to further improve its performance, the iterative decoding
and demapping have to be invoked.

As a further advance, turbo trellis-coded spatial modulation (TTCSM) has been proposed
[26], which inherits its philosophy from turbo trellis-coded spatial modulation (TTCM) [30],
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and its design is similar to that of TCSM [23]. Thanks to iterative decoding, the coding gain
of TTCSM is 2 dB higher than that of TCSM [23]. In an attempt to increase the coding gain,
spatial modulation with turbo trellis coding (SM-TTC) has also been proposed [27], where all
information bits are encoded by the same encoder as in the TTCSM scheme of [26].

However, the optimization of the channel code conceived for CSM schemes based on TTCM
has not been directly motivated by attaining near-capacity performance. One of the associated
challenges is that the full search of all legitimate generator polynomials (GPs) becomes excessive
for a high number of bpcu. The specific code search algorithm, which finds the best code for
TTCM using symbol-based extrinsic information transfer (EXIT) charts [31] has been proposed
in [32]. The GP search algorithm can simply find the best code for TTCM by finding the
GP, which results in an open EXIT-tunnel at the lowest SNR. However, the computational
complexity of evaluating all GPs at a high number of bpcu is still high.

Hence, in this chapter, we propose a low-complexity code search method for CSM scheme
based on TTCM, specifically focusing on SM-TTC. To reduce the computational complexity of
code search, our method exploits the area property of symbol-based EXIT charts instead of the
EXIT trajectory, and it enables us to find the best GP without executing iterative decoding,
whilst the code search algorithm of [32] relies on it. Moreover, in order to further simplify our
GP search, we introduce a relaxation, which allows us to conceive a low-complexity capable
of determining the approximate performance limit of SM-TTC without evaluating the EXIT
trajectory.

4.2 System Model of SM-TTC

4.2.1 Transmitter

We consider a SM-TTC system with Nt TA elements and Nr RA elements as illustrated in
Fig. 4.1. We assume that the number of TA elements is an integer power of 2, i.e., Nt = 2na ,
and the transmitter employs M -ary digital modulation, where M = 2ns . Let S denote the
set of modulated symbols. Note that the bandwidth efficiency of the classic SM system is
R(SM) = na + ns = log2(NtM) bpcu.

At any moment t, the transmitter processes a bit sequence u(t) = [u1, . . . , uk] (ui ∈ {0, 1},
for i = 1, . . . , k). Each sequence u(t) is fed into a parallel-concatenated convolutional encoder,
which uses a symbol-based interleaver. The two component encoders in Fig. 4.1 are identical
recursive systematic convolutional (RSC) encoders of rate k/(k + 1). Therefore, k satisfies
k + 1 = R(SM). In addition, the symbol-based interleaver denoted by π in Fig. 4.1 treats a
k-bit input string as one symbol and maps the odd (even) indexed symbols to another odd
(even) position, using the odd-even separation (OES) interleaver of [30]. The sequence at the

output of RSC encoder1 in Fig. 4.1 is denoted by v1(t) = [u(t), c(1)p ], where c(1)p ∈ {0, 1} is the
(k + 1)-st bit of v1(t) and the parity bit generated from u(t) by RSC Encoder1. On the other
hand, the output of RSC Encoder2 in Fig. 4.1 is deinterleaved using the deinterleaver, which
is denoted by π−1 in Fig. 4.1 and performs the inverse operation of π. The resultant sequence

is denoted by v2(t) = [u(t), c(2)p ], where c(2)p ∈ {0, 1} is the (k+ 1)-st bit of v2(t) and the parity
bit generated from u(t) by RSC encoder2. The output of the channel encoder is denoted by

v(t) = [u(t), c(t)], where c(t) ∈ {0, 1} is c(1)p when the index t is even, otherwise, c(2)p . Finally,

21



Chapter 4 Optimization of Turbo-Trellis Coded Spatial Modulation

Figure 4.1: Transceiver structure of SM-TTC system.

the SM mapper determines the activated TA index and the modulated symbol using v(t). The
ns-bit sequence [v1, . . . , vns ] and the na-bit sequence [vns+1, . . . , vns+na ] are mapped to the data
symbol and the antenna index, respectively. Here, the labeling of both data symbol and antenna
index are natural labeling.

The transmitted signal is x(t) = [x1, . . . , xi, . . . , xNt ]
T, where xi ∈ {S∪{0}}.Note that if the

m-th antenna is selected, then xi = 0 for all i ̸= m. In other words, the position of the non-zero
element denotes the TA index and its value indicates the transmitted symbol. We assume a
power constraint of unity, i.e., E[xH(t)x(t)] = 1.

4.2.2 Channel Model

A MIMO channel is denoted by an Nr×Nt matrix H(t). In this paper, we consider two different
MIMO channels. One of the channel models is a Rayleigh fading channel, which is spatially
uncorrelated. The MIMO channel matrix is modeled by the matrix H̆(t), i.e., H(t) = H̆(t).
The i-th row and j-th column element of H̆(t) is denoted by h̆ij , which is an i.i.d. complex
Gaussian random variable with zero mean and unit variance. The another channel model is an
SC MIMO channel. Employing the Kronecker model, the SC MIMO channel can be modeled
as [33]:

H(t) = Σ
1
2
rxH̆(t)

(
Σ

1
2
tx

)H

, (4.1)
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(a) A linear antenna array (b) A square antenna array

Figure 4.2: Geometrical models of two antenna arrays.

where Σtx ∈ CNt×Nt and Σrx ∈ CNr×Nr are the Hermitian symmetric transmitter and receiver
correlation matrices, respectively. In this paper, we consider two different antenna arrays. One
arrangement of antenna array is a linear antenna array at the transmitter and the receiver,
where all antenna elements are arranged on a straight line at equal intervals d. This model of
the antenna array is shown in Fig. 4.2(a). Then, it is assumed that the transmitter and receiver
correlation matrices obey the exponential correlation model of [34], and their entries are defined
as

[ΣX ]p,q =

{
γq−p, p ≤ q

([ΣX ]q,p)
∗ p > q

, X ∈ {tx, rx}, (4.2)

where γ is a fixed correlation coefficient between the adjacent antenna elements, |γ| ≤ 1.Note
that p, q = 1, 2, . . . , Nt if X = tx, otherwise p, q = 1, 2, . . . , Nr.

Another arrangement of antenna array is a square antenna array at the transmitter, which is
illustrated in Fig. 4.2(b), where d denotes the spacing between adjacent antenna elements. For
the sake of brevity, we consider the angle of arrival of the uniform distribution. For example,
when the transmitter employs Nt = 4 antenna elements, the transmitter correlation matrix of
the square antenna array is given by [35]:

Σtx =

⎡

⎢⎢⎣

1 J0(β) J0(
√
2β) J0(β)

J0(β) 1 J0(β) J0(
√
2β)

J0(
√
2β) J0(β) 1 J0(β)

J0(β) J0(
√
2β) J0(β) 1

⎤

⎥⎥⎦ , (4.3)

where β = 2πd/λ with λ denoting the carrier wavelength and J0(·) is the zeroth-order Bessel
function of the first kind.
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Figure 4.3: The area A(ρ). Figure 4.4: The areas B(ρ) and C(ρ).

4.2.3 Receiver

In the demapper of SM-TTC, the metric for symbol-based log maximum a posteriori (log-MAP)
decoder m(t) = [m0, . . . ,mNtM−1] is calculated as follows:

mi = −∥y(t)−H(t)x(i)(t)∥2

σ2
n

, (4.4)

where x(i)(t) is the transmitted signal which can be obtained from the index i determined by
the output of the channel encoder. The metric m(t) is fed into the log-MAP decoder to recover
ũ(t), which is an estimate of the information bit sequence u(t). The iterative decoding structure
of Fig. 4.1 includes two component decoders using the symbol-based log-MAP algorithm as in
[30]. The log-MAP decoder computes the log-likelihood ratio (LLR) for each information bit
sequence u(t) for j = 0, 1, . . . , 2k − 1, as follows:

Lp(u(t) = j) = ln
p[u(t) = j|m(t)]

p[u(t) = 0|m(t)]
. (4.5)

The integer j with the largest LLR in (4.5) is chosen as the decimal scalar of ũ(t).

4.3 Code Search Method

4.3.1 Symbol-base EXIT Charts

Symbol-based EXIT charts [31, 36] allow us to study the convergence of iterative decoding of
nonbinary codes and TTCM. We assume that the interleaver is sufficiently long to neglect tail
effects (open/terminated trellises of convolutional codes) and the extrinsic information for each
bit/symbol is mutually independent, as in [36]. Moreover, this method has to generate the a
priori input of the log-MAP decoder and to calculate the average extrinsic information. In this
paper, the process of generating the a priori input is the same as in [36]. Furthermore, in order
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Algorithm 2 Proposed code search method

Require: Gr (The set of the feed-back GPs)
ρl (The minimum of ρ)
ρr (The maximum of ρ)
ϵ (The threshold of Bisection Method)

Ensure: ĝr (The feed-back GP of the best code)
1: for gr ∈ Gr do
2: ρ1 := ρl and ρ2 := ρr
3: repeat
4: ρ := (ρ1 + ρ2)/2
5: Compute f(ρ) := 2A(ρ)− k2

6: if f(ρ) < 0 then
7: ρ1 := ρ
8: else
9: ρ2 := ρ

10: end if
11: until |f(ρ)| < ϵ
12: ρ̃gr := ρ
13: end for
14: return ĝr = argmin

gr
{ρ̃gr}

to reduce the computational complexity, the average extrinsic information is calculated as in
[37].

4.3.2 Conventional Code Search

The code search algorithm, which finds the best code for TTCM using symbol-based EXIT
charts [36], has been proposed in [32]. In the rest of this paper, the GP of the component code
is denoted by [gr g1 . . . gk], where gr denotes the feed-back GP. In addition, the set of the
feed-back GPs which can be candidate is denoted by Gr. The algorithm can simply find the
best code for TTCM by finding the GP gr, which results in an open EXIT-tunnel at the lowest
SNR ρ̃conv.. Furthermore, the code search using the algorithm is a search in a one-dimensional
continuous space along the SNR axis. However, its computational complexity is considerably
high, since the algorithm needs iterative decoding to track the EXIT trajectory.

4.3.3 Proposed Code Search

We derived a method for finding the best component code, which is listed in Algorithm 1.
As with the search method of [32], our proposal is a search in a one-dimensional continuous
space along the SNR axis and requires the set Gr.

In our method, for any SNR ρ, the function

f(ρ) = 2A(ρ)− k2, (4.6)
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Table 4.1: The value of ρ̃ and GPs for SM-TTC.
Scenario/ GP (Octal) [gr g1 g2 g3] ρ̃ [dB]
(Nt, Nr) proposed [27] proposed [27]

Scenario1/(8,2) [15 2 4 10] [11 2 4 10] 5.23 5.29
Scenario2/(4,2) [15 2 4 10] [11 2 4 10] 5.13 5.20

has to be evaluated, where A(ρ) is the area shown in Fig. 4.3. Furthermore, using the areas
B(ρ) and C(ρ) shown in Fig. 4.4, f(ρ) can be also expressed as

f(ρ) = B(ρ)− C(ρ), (4.7)

since the two component codes are identical.
Let T1(gr, ρ, IA) denote the EXIT curve corresponding to RSC encoder1 with gr, which is

a function of the SNR ρ and of the a priori information IA. Then, T1(gr, ρ, IA) is a monoton-
ically increasing function of both IA and ρ, and its shape depends on gr [38]. Hence, for any
SNR ρ, B(ρ) and C(ρ) can be regarded as monotonically increasing and decreasing functions,
respectively. Moreover, let ĨA be the crossover point of the pair of EXIT curves corresponding
to RSC encoder 1 and 2, i.e., T1(gr, ρ, IA) and T2(gr, ρ, IA). When ĨA approaches its maximum
value k with a high gradient - where k is the number of information bits - an open EXIT-tunnel
is expected to emerge for a smaller ρ. Furthermore, if ĨA increases with a high gradient, B(ρ)
is also increased sharply since B(ρ) is given by B(ρ) = 2

∫ ĨA
0 T1(gr, ρ, IA)dIA − Ĩ2A. Therefore, if

B(ρ) becomes equal to C(ρ) at a lower ρ, this event corresponds to one having an open tunnel
at a lower ρ, hence the best code can be found by evaluating ρ̃ := {ρ|f(ρ) = 0} instead of
evaluating the EXIT trajectories.

In order to further reduce the computational complexity to search for the best code, we seek
the value of ρ̃ by the classic bisection method. Then, we need a pair of SNR values ρl and ρr,
which satisfy f(ρl) < 0 and f(ρr) ≥ 0, respectively. In our method, the value of ρ̃ is evaluated
for gr ∈ Gr. The specific code, which has the minimum value of ρ̃, is deemed to be the best
feed-back GP ĝr.

From these above mentioned, there are three differences between our proposal and conven-
tional method:

• Using the areas obtained from EXIT chart instead of EXIT trajectory.
• There is no need to execute iterative decoding.
• The order of the convergence of the calculation of the metric is linear.

4.4 Numerical Results

4.4.1 Results of Code Search

We investigate the best codes and BER performances of SM-TTC for Scenario1 and Scenario2,
where all antenna elements are equally spaced on a straight line. In Scenario1 SM-TTC employs
Nt = 8 TA elements, Nr = 2 RA elements, and binary phase shift keying (BPSK). By contrast,
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Figure 4.5: The BER performances of SM-TTC employing the linear antenna array in Scenario1.
The correlation coefficient γ is 0.8.

in Scenario2 (Nt, Nr)= (4, 2) and QPSK is used. In both scenarios, the transmission rate and
the codeword length are 3 bpcu and 10,000 symbols, respectively. The number of decoding
iterations is denoted by Iite.

Table 4.1 lists the GPs of the best codes in Rayleigh fading channels and their values of ρ̃,
where ϵ = 0.01. The values of ρ̃ of the code used in [27] are also listed in Table 4.1. According
to Table 4.1, our best code only outperforms the code of [27] by 0.06 dB in Scenario1 and by
0.07 dB in Scenario2.

4.4.2 BER Performance

The BER performances of SM-TTC employing the linear antenna array in Scenario1 are shown
in Fig. 4.5, where we use Iite = 20 for transmission over Rayleigh fading channels and SC
channels with γ = 0.8. The associated values of ρ̃ are also shown in Fig. 4.5. Observe that
the error floor is lower for transmission over Rayleigh fading channels. Moreover, at a BER of
10−5, the result indicates that our code performs about 0.7 dB better than the code of [27] for
transmission over SC channels.

Figure 4.6 shows the BER performances of SM-TTC employing the linear antenna array
and the associated values of ρ̃ in Scenario2, where we use Iite = 20 for transmission over
Rayleigh fading and SC channels with γ = 0.8. According to Fig. 4.6, it turns out that the
performances of SM-TTC over both Rayleigh fading and SC channels are improved using our
code. In particular, it is predicted that our code outperforms the code of [27] by about 0.8 dB
over SC channels, at a BER of 10−5.
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Figure 4.6: The BER performances of SM-TTC employing the linear antenna array in Scenario2.
The correlation coefficient γ is 0.8.

Finally, the BER performances of SM-TTC employing Nt = 4 TA elements, Nr = 2 RA
elements, and QPSK, in SC channels with d/λ of 0.1 at the transmitter and 0.5 at the receiver,
are shown in Fig. 4.7. Here, we consider the square arranged antenna array at the transmitter
and use Iite = 20 for the transmission. Moreover, the receiver correlation matrix is given by

Σrx =

[
1 J0(βrx)

J0(βrx) 1

]
, (4.8)

where βrx denotes the value of β at the receiver. Our code outperforms the code of [27] by
about 1.0 dB at a BER of 10−5. This result implies that SM-TTC using our code can obtain
higher gain than conventional one when the transmitter correlation is more serious.

4.4.3 Computational Complexity

We also investigate the computational complexity of code searth methods. Unfortunately, since
both of the proposed and conventional code search methods are based on Monte Carlo method,
we evaluate the average executing time. We observe the time to calculate A(ρ) in our proposal
and the time to confirm whether the tunnel between two EXIT curves appears or not in the
conventional search.

The results for Scenario2 are shown in Fig. 4.8. Note that the time to calculate A(ρ) is
independent on the value of SNR ρ. Figure 4.8 indicates that the conventional search needs
twice as more time for one processing as our proposal in the waterfall region, cf. Fig. 4.6.
Furthermore, the average executing time of the conventional scheme is higher than our proposal
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Figure 4.7: The BER performances of SM-TTC employing the square antenna array at the
transmitter where we use Nt = 4 TA elements with d/λ = 0.1 and Nr = 2 RA elements with
d/λ = 0.5. The associated performances in Scenario2 for transmission over Rayleigh fading
channels are also shown.

in SNE region between 5.0 dB to 6.5 dB. These facts imply that our proposal can significantly
reduce the computational complexity of the entire searching process, since the conventional
search strictly seeks the minimum SNR, which the tunnel between two EXIT curves appears,
with changing the value of SNR.
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Figure 4.8: The average computational complexity versus the value of SNR ρ for Scenario2.
The red line and block line are the time to calculate A(ρ) and the time to confirm whether the
tunnel between two EXIT curves appears or not, respectively.

4.5 Chapter Summary

In this chapter, for improving the BER performance of SM over SC channels, we have proposed
a code search method using symbol-based EXIT charts and the bisection method. We reviewed
the SM-TTC system and introduced code search methods briefly. After we showed that SM-
TTC using the code found by our proposal outperforms the conventional SM-TTC from the
approximated performance limit, we confirmed that the BER performance of our SM-TTC is
superior to that of the conventional one via computer simulations. Finally, we evaluated the
computational complexity of code search methods and the result indicated that the proposed
method can significantly reduce the complexity as compared to the conventional method.
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Chapter 5

Conclusions and Future Works

We have comprehensively investigated the SM systems, i.e., multiuser SM and CSM, for mMTC
and eMBB scenarios. Conclusions and contributions of this thesis are summarized below.

The contribution of this thesis consists of two parts. In the first part (chapter 3), we
assumed a simple multiuser SM system using random access and proposed the algorithm for
the channel estimation, called block-sparse complex message passing. We also demonstrated
that the accuracy of channel estimation by the proposed algorithm is enough to achieve almost
ideal effective throughput performance in the multiuser SM system via computer simulations.

On the other hand, in the second part (chapter 4), we assumed the SM system with turbo
trellis-coding, i.e., SM-TTC. We addressed the optimization of the performance of SM-TTC and
proposed the low-complexity code search method for SM-TTC. From the simulation results, it
is confirmed that SM-TTC with the code obtained by the proposed code search outperforms
the conventional one over both spatially uncorrelated and correlated channels. In particular,
the outstanding improvement of the performance could be obtained against spatially correlated
channels.

From these works, we may conclude that this thesis provided a simple framework of the de-
sign of multiuser SM system including channel estimation and an approach for the performance
degradation of SM system by spatial correlation of channels.

However, there still exist a lot of challenges. For example, the performance analysis and the
optimization of the proposed algorithm have not been addressed and the channel estimation
error is not considered in the comprehensitive design of multiuser SM system. Furthermore, we
only tried the optimization of SM-TTC in a specific setup, however, the system with a higher
transmission rate should be considered in order to realize the system for eMBB. Therefore, we
list the future works as follows:

• The optimization and analysis of BS-CAMP.
• The design of the joint channel estimation and MUD for multiuser SM systems.
• The design of GSM with turbo trellis-coding and the high-rate CSM systems.
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